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ABSTRACT

This report concerns the use of frequency domain computer codes such as the
Numerical Electromagnetic Code (NEC) for computing the time domain Electro-
magnetic Pulse (EMP) response of structures such as antennas, aircraft or
communication shelters. The proper representation of the EMP excitation and the
selection of a number of appropriate frequencies to obtain a correct time domain
EMP response are studied. The effects of adapting the modelling of the problem
for different frequency ranges is discussed. Guidelines are given for obtaining
a correct time domain response with efficient use of computer time.

Ce rapport considbre l'utilisation de programaes calculant la reponse en
fr~quence de systkmes tels que des antennes, des avions ou des systemes de
communications pour obtenir la r6ponse temporelle rdsultant d'une excitation de
type IEM (impulN.on dlectromagndtique). Les consdquences d'une representation
approprie de 1'excitation IEM ainsi que de la sdlection d'un certain nombre de
frdquences pour calculer la transformde de Fourier inverse sont etudiees.
Quelques r~gles simples sont donndes pour obtenir une r6ponse temporelle exacte
tout en utilisant le minimum de temps calcul.
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EXECUTIVE SUMMARY

The Electromagnetic Pulse (EMP) interaction analysis is an important part
of the recommended procedure for hardening electronic equipment against the
effects of EMP generated by a nuclear detonation. This report concerns the use
of frequency domain computer codes such as the Numerical Electromagnetic Code
(NEC) for computing the time domain EMP response of structures such as antennas,
aircraft or communication shelters.

Some properties of the Discrete Fourier transform (DFT) and the Fast
Fourier transform (FFT) and some of their side-effects when applied to solve time
domain problems are discussed. A technique using cubic-spline interpolation to
perform a DFT or a FFT on unevenly spaced sequences is introduced.

The effects of the choice of a proper model for the EMP excitation and of
the selection of an appropriate number of frequencies for taking an inverse
Fourier transform for obtaining a correct time domain EMP response are studied.
Comparisons are made between the results obtained by the Fourier transformation
of the frequency domain results and those obtained with a'time domain code such
as the Thin Wire Time Domain code (TWTD). General guidelines are given for
obtaining a correct time domain response with efficient use of computer time.
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1. 0 INTRODUCTION

This report concerns the use of frequency domain computer codes such as the
Numerical Electromagnetic Code (NEC) for computing the time domain Electro-
magnetic Pulse (EMP) response of structures such as antennas, aircraft or
communication shelters. The effects of the choice of a proper model for the
excitation and of the selection of an appropri.ate number of frequencies for
taking an inverse Fourier transform and obtaining a correct time domain EMP
response are studied. Guidelines are given for obtaining a correct time domain
response with efficient use of computer time. Validation of this technique is
obtained by comparing the results of a frequency domain code with those of a time
domain code as well as with experimental results.

1.1 EMP ANALYSIS AND HARDENING

Electromagnetic pulse resulting from a nuclear detonation, usually referred
to as EMP, is one of the most serious nuclear effects, since it can adversely
affect performances of electronic and weapon systems hundreds of kilometres away
from the source. The EMP is a high-intensity, short-duration electromagnetic
field and although its energy content is not very large because of its short
duration, electronic components or systems can be upset or permanently damaged
by the very high voltages or currents which can be induced and coupled into the
system. Analytical tools and methodology have been developed to assess EMP
vulnerability and obtain EMP hardness of a system. Different EMP simulators and
test procedures have also been developed to ensure EMP hardness.

Hardening against EMP is an iterative process where the EMP interaction
with the system is predicted, the effectiveness of the shielding, filters, and
other protective components is estimated, and induced voltages or currents
reaching sensitive components are checked against their upset or damage
threshold. EMP testing is performed to increase confidence that system hardening
has been properly addressed. Susceptibilities discovered during analysis or
testing are correcred with hardening techniques, such as shielding and filtering.

1.2 EMP NUMERICAL ANALYSIS CODES

The complete problem of the coupling of the EMP frcm a specific detonation
into the components of a specific system is an extremely complex problem. There
are no existing computer codes which can treat the complete problem, and as a
consequence, various aspects of the EMP problem are studied individually with the
aid of the existing codes. Good engineering practices must then be used to
combine the various parts of the solution into an assessment of the E1MP
vulnerability.

The various computer codes available can be divided into three general
classes: environment codes, coupling codes, and circuit-analysis codes. The
environment codes calculate the electromagnetic fields generated by a nuclear
detonation. The coupling codes determine the currents, potentials, and charges
induced into isolated bodies and transmission lines by incident electromagnetic
fields. The circuit-analysis codes analyze the response of linear and nonlinear
circuits to voltage and current injections resulting from EMP illumination.



The environment codes are used to predict the electromagnetic fields
generated by nuclear detonations and usually require in-depth knowledge of a
weapon. For practical engineering practices, the EMP environment is usually
specified for various type of equipments or installations in standards documents,
such an (2].

The electromagnetic interaction coupling codes are used to calculate the
charges and currents induced in structures or transmission lines by an incident
pulse and estimate the field penetration through apertures or shielding.
Designers of those codes have taken different mathematical or numerical
approaches (5] which make them better suited for certain type of structures or
problems. The interaction codes can be divided into two general categories:
frequency domain codes and time domain codes. Frequency domain codes evaluate
the currents and charges induced at a specified frequency. A large number of

/ 'frequencies is required in order to estimate the time domain response of the
system from its frequency response. Time domain codes compute the time response
directly, which make them more suitable to solve EMP problems. However, in many
cases, a time domain code suitable to solve a particular problem does not exist
and a frequency domain code must be used.

The circuit-analysis programs, such as SPICE or MICRO-CAP, are primarily
nonlinear, transient-analysis codes. Some will also perform AC, DC, and
frequency-analysis calculations. They do not compute the coupling of the EMP
transient fields into the circuit directly and thus rely on other codes to
provide the EMP coupling, usually as voltages or currents as functions of time.
Performances of protective devices, such as arrestors and filters, can be
evaluated to predict the currents or voltages reaching sensitive components of
a system.

1. 3 ELECTROMAGNETIC INTERACTION CODES

This section briefly describes several interaction codes that are currently
in use at DREO or being implemented. A frequency domain, NEC, and a time domain
code, TWTD, were chosen to conduct this study to obtain comparative data between
the two methods. All computer simulations were executed on a VAX 11/780 or on
a MicroVAX-II. All execution times (CPU time) given are normalized for a
MicroVAX- II.

1.3.1 Thin Wire Time Domain Code

The Thin-Wire Time-Domain code (TWTD) [6] is a time domain computer code
to compute the induced currents on, and the radiated or scattered fields from an
arbitrary thin wire antenna or structure. The excitation on the structure is a
specified time-varying source or an incident plane wave. The output may include
currents, the radiated or scattered fields, antenna gain, and the spectral
characteristics of the input impedance. Although TWTD analyzes only structures
in free space, structures over perfect ground can be analyzed by explicitly using
image theory. The code was modified to accommodate larger structures or longer
time history and to define new excitations specific to EMP studies.
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1.3.2 Numerical Electromagnetic Code

The Numerical Electromagnetic Code (NEC) (7] is a frequency domain computer
code for the analysis of the electromagnetic response of antennas and other metal
structures. The code combines formulation of smooth surfaces and wires for
convenient and accurate modelling of a wide variety of structures. A model may
include nonradiating networks and transmission lines connecting parts of the
structure, perfect or imperfect conductors, and lumped-element loading. A
structure may also be modeled over a ground plane that may be either a perfect
or a imperfect conductor. The excitation may be either voltage sources on the
structure or an incident plane wave. The output may include the induced currents
and charges, the near electric or magnetic fields, and the radiated fields.

NEC is probably one of the most versatile code available today. NEC has
been used for many radiation and scattering problems. Its use for EMP coupling
problems has been less common because of the large amount of computing time
required for the determination of currents on a complex structure for a large
number of frequencies.

1.3.3 Electric-Field Integral Equation Code

The Electric-Field Integral Equation Code (EFIE) [8] is a frequency domain
computer code developed to treat the problem of electromagnetic scattering from
arbitrarily shaped, perfectly conducting objects, illuminated by an incident
plane wave. Objects are modelled with triangular surface patches which may
include apertures or cavities. The program computes the surface current density
induced on either an open or closed surface as well as the bistatic radar cross
section of the object. The code was modified in house to compute also the field
intensities from the current densities on the surface. There have been other
major modifications made to produce drastic reduction in computing time.

1.3.4 General Electromagnetic Model for Analysis of Complex Systems

The General Electromagnetic Model for Analysis of Complex Systems (GEM•ACS)
incorporates a variety of techniques for electromagnetic analysis of complex
objects. The latest available version of the code includes thin wire and surface
patch Method of Moments (MOM) formalism, with or without Geometrical Theory of
Diffraction (GTD) interactions, to solve for exterior problems. It also includes
a Finite Difference (FD) formalism in the frequency domain to solve interior
problems and mathematics necessary to connect exterior and interior solutions
when apertures are present.
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2.0 THE DISCRETE FOURIER TRANSFORM

The procedure described in this report is used to solve time domain
problems. It is based essentially on computing the frequency domain
representation of the solution and applying an inverse discrete Fourier transform
algorithm to obtain the time domain solution. This chapter introduces the
general procedure used to obtain the solution and provides a detailed description
of discrete Fourier transform and its properties.

2.1 GENERAL PROCEDURE

A time domain analysis code, if one is available to solve a particular
problem, is usually more efficient to compute time domain solutions. In many
cases however, the only choice is to use a frequency domain analysis code. Many
frequency domain codes have been developed to solve radiation and scattering
problems. Some of them, such as NEC, are very versatile and can be used to model
a large variety of problems.

A linear time-invariant system can be fully characterized by its transfer
function H(w). A frequency domain analysis code can be run at multiple
frequencies to compute H(w). The response y(t) of a system to a known excitation
e(t) can be expressed in frequency domain as:

Y(M)- H(c) M E( ) (1)

where E(w) and Y(.) are the Fourier transform of e(t) and y(t) respectively and
H(M) is the numerically computed transfer function. For our purpose, the
excitation e(t) is known and its Fourier transform can be evaluated analytically.
The solution y(t) is obtained with the inverse Fourier transform of H(W).E(w):

e(t) - E(M)

H(M) (2)

y(t) -Y()

This procedure involves using a frequency domain code such as NEC to
compute the frequency response H(w). This is very computationally intensive,
easily taking several days of CPU time to complete. In addition, the transfpr
function is not computed in its continuous form, but rather at a number of
discrete frequencies. Consequently, the discrete form of the Fourier transform
(DFT) must be used. Some of the DFT properties must be understood to avoid some
'side-effects' when used. Guidelines to minimize the number of frequencies and
CPU time required will be presented in Chapter 3.

2.2 THE DISCRETE FOURIER TRANSFORM ALGORITHM

The Fourier transform (FT) of a continuous waveform is a continuous-
frequency signal representation of its spectrum or frequency content. However,

5
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when a waveform is sampled, which is necessary when the system is to be analyzed
on a computer, its discrete counterpart, the discrete Fourier transform (DFT)
must be used. The DFT retains most of the properties of the continuous Fourier
transforms. There are however some important differences which may cause tho DFT
to produce erroneous results. Some properties more relevant to our application
will be discussed here. Many text books treat the FT and the DFT in more detail
(16] [11] (12] [13].

The Fourier transform and its inverse are defined as:

X(f) - jx(t) eJ2*ftdt (3)

and

x(t) - f X(f) eJ2"ftdf (4)

As observed in equations (3) and (4), some symmetry or duality exists
between the two equations. This duality can be formulated as:

if x(t) - X(f) (5)
then X(t) - x(-f)

This duality implies that every property of the Fourier transform is also
applicable to its inverse. It follows that if there are characteristics in time
domain which have implications in frequency domain, then the same characteristics
in frequency domain will have similar implications in time domain.

The discrete form of the Fourier transform (DFT) and its inverse (IDFT) are
defined as 1 :

N-i
X(k) - x(n)ei2Mkn/N (6)

n-0
and

x(n) E NiX(k)ej2"kn/N (7)
k-0

where x(n) is a real sequence 2 of N points representing a waveform sampled at
a regular interval At and X(k) a complex sequence of N points representing its
transform at frequencies 0, f 0 , 2f 0, .. . , (N-l)f 0 . It is clear from these
definitions that both sequences X(n) and X(k) are periodic with a period of N
samples. A consequence of this periodicity is that shifting a sequence always
implies a circular shift. The effect of this property in time domain is that

The definition of the DFT is not uniform in the literature. The I/N
factor is sometime placed in the X(k) definition.

2 In general, the sequence x(n) can be complex. In our case however, the
solution is known to be real as it represent a measurable quantity
(current or voltage).
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when shifting a sequence, the end of the waveform wraps-around its beginning.
"The effect in frequency domain is that the sequence appears to have been mirrored
around N/2 when in fact the frequencies at k-N to N/2 are the negative
frequencies of the transform from -Af to -f../2.

It can be derived from the symmetry property of the Fourier transform that
if x(n) is real, then

X(k) - X'(-k) (8)

where X* denotes the conjugate. It states that before a time domain sequence can
be reconstructed, the frequency response obtained from the simulations must be
first mirrored with its conjugate.

The sampling interval At and the fundamental frequency f 0 or af do not
appear explicitly in equations (6) and (7). The time and frequency scaling
property of the Fourier transform

x(at) - 1c ( f)(9)

can be applied to adjust the amplitude and calculate the interval of the
sequences. It follows that:

At and Af -l (10)

and

t - (N-l) at and f1, - (N-1)Af

For EMP problems, a finite duration excitation yields a finite duration
response. Consequently, the frequency sampling Af must be small enough to
translate into a sufficient time duration t... Similarly, At must be small
enough to capture the fastest transitions of the solution, imposing a sufficient
frequency range fax, or for a given Af, a sufficient number of frequencies N.

A common technique used with the DFT consists in extending a sequence x(n)
of N points to M points by adding zero-valued samples at the end (zero-filling),
It can be easily demonstrated from equations (6) and (7) that this allows one to
compute the transform at arbitrary resolution, effectively yielding exact
interpolation between points. This property is most useful to fit the length of
the sequence to meet the limitations of some of the practical DFT
implementations.

2.3 THE FAST FOURIER TRANSFORM ALGORITHM

The fast Fourier transform (FFT) is merely a very clever implementation of
the DFT. For a sequence of N points, the execution time is proportional to 4N2

for the DFT compared to N/2.1og 2 N for the FFT. For a 1024 points sequence, the
FFT algorithm is over 800 times faster. The original FFT implementation (14] was

7



chosen, with few modifications to take into account the scaling due to Af as
defined by equation (9). A listing of the subroutine is given in Appendix A.
The only restriction with this algorithm is that the size of the sequence is
restricted to powers of 2 (N-21). A more exhaustive overview of alternate
implementation of the FFT can be found in [15].

2.4 RELATIONSHIPS BETWEEN THE DFT AND THE FOURIER TRANSFORM

Whenever the IDFT is used to reconstruct a continuous waveform from its
frequency domain definition, a set of operations, whether they are implied or
explicit, are performed, each altering the result. To illustrate the most common
problems with the DFT (aliasing, leakage, etc.), consider a waveform y(t) derived
from its known Fourier transform Y(f), as shown on Figure 2-1(a).

The transform Y(f) is computed from numerical simulations, at a number of
equally spaced frequencies. This corresponds to multiplying Y(f) with a Dirac
comb function, with a period of Af. The transform to time domain of this comb
function is also a comb function with a period of i/af (Figure 2-1(b)).
Multiplication in frequency domain yields a convolution in time domain, resulting
in y(t) becoming periodic and being corrupted with aliasing (Figure 2-1(c)). The
only method to reduce the aliasing is to decrease Af.

Only a finite portion of Y(f) is computed, for frequencies from 0 to fmax,
thus ignoring some higher frequencies. This is equivalent to multiplying Y(f)
with a rectangular window W(f), of width ±f3 .. As observed on Figure 2-1(d),
the rectangular window has a transform in the form of a sin(x)/x function. When
Y(f) is convolved with the window's transform, some leakage effect can be
observed (Figure 2-1(e)). This effect can be reduced by increasing fmax, and
thus N, or the using a different window, such as a cosine-tapered window. The
combined effect of the sampling and windowing is shown on Figure 2-1(f).

8
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Figure 2-1 Illustration of some of the properties of the discrete Fourier
transform.
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3.0 SOLVING TIME DOMAIN PROBLEMS WITH THE DFT

The procedure described to obtain a time domain solution by taking the
inverse discrete Fourier transform of a computed frequency domain solution is
relatively simple. However, in the absence of any guidelines, this process can
be very time consuming and lead to erroneous results. Simple guidelines will be
developed in this chapter to obtain an accurate time domain solution with the
efficient use of computer time.

To illustrate some of the techniques presented in this chapter, a sample
problem will be used. Figure 3-1 shows a stick model of a helicopter. It is a
crude wire grid representation of it, consisting of 185 segments. The currents
induced from an incident EMP waveform were computed with a time domain code
(TWTD) and with a frequency domain code (NEC). In this example, it took NEC over
136 hours on a MicroVAX II to compute the currents at 1024 frequencies, 0.25 MHz
apart, giving the frequency response of the system as shown on Figure 3-2.
necessary to obtain an accurate time domain response, shown on Figure 3-3. It
took TWTD about 2.5 hours to compute a solution, but due to code limitation, only
the first 400 ns were obtained. Nevertheless, the agreement with NEC is very
good, as shown on Figure 3-4. This solution will be used thorough this chapter
as a point of comparison to evaluate the effect of various parameters.

3.1 EMP WAVEFORM DEFINITION

The EMP produced by a nuclear burst at high altitude is a large-amplitude,
very short duration transient field covering a very wide area beneath the burst
point. In general, the exact characteristics of the EMP field such as peak
amplitude, rise time and polarization, depend on many factors, such as the weapon
yield, the height of burst and the observer's location. For practical purposes,
a standard waveform representing a worst case is used (2] [3].

The simplest analytical expression approximating the EMP waveform, often
referred to as the Bell curve [4] or the old NATO definition, is the double
exponential waveform:

E(t) - AV .(e•t-e-t) (12)

As shown in Figure 3-5, this pulse has a peak value of 50 kV per meter, a
rise time (10-90%) of about 4.2 nsec, a pulse width (50-50%) of about 185 nsec
and a decay time (peak-to-lO%) of about 600 nsec. This expression is very useful
due to its simplicity. Its Fourier transform:

E(w)-AV .( 1 1 (13)

and its Laplace transform are very simple, which makes it possible to solve
simple problems analytically. However, this expression has a major flaw which
can render the results of a numerical simulation useless. As observed in
Figure 3-5, the waveform is continuous over time, but its first derivative is
discontinuous at t-t 0 . Since the coupling of electromagnetic waves to a
structure is strongly dependent of the derivative of the excitation, this

11



Figure 3-1 Stick model of a helicopter, consisting of 185 thin wire segments.
The model is about 19.5 meters long. Calculations were made with
NEC and TWTD to estimate the current at the nose (segment on the
right).
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Figure 3-3 Calculated currents at the nose of the stick model helicopter
induced from an incident EMP waveform, computed with NIEC at 1024
frequencies, 0.25 MHz apart.
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discontinuity can tntroduce significant ringing and distortion in the solution.

A better expression, known as the new NATO definition, to approximate the
EMP waveform is:

E(t) - AV Got (14)

As shown in Figure 3-5, it has the same characteristics as the Bell curve
(peak amplitude, rise time and pulse width), but its derivatives are now
continuous over time and it has a more realistic leading edge. Note that the AV,
a and 6 parameters are different from (12). The Fourier transform of (14) is:

E(• M AV f
Aa-j ) (15)

Figure 3-6 shows the frequency spectrum for both definitions as calculated
with (13) and (15). The most important feature is that most of the energy is
concentrated below 100 MHz with virtually nothing left above 500 MHz.

3.2 MINIMIZING THE COMPUTATION TIME FOR FREQUENCY DOMAIN CODES

In order to minimize the CPU time, two steps can be taken: reduce the
number of segments or reduce the number of frequencies. For instance, NEC
execution time grows exponentially with the number of segments or patches and
consequently, keeping this number as low as possible will translate in
considerable savings in CPU time. NEC guidelines state that segment length
should be smaller than A/10 at the highest frequency. By adjusting the segment
length for the different frequencies, i.e. use longer segments at lower
frequencies, it is possible to save up to 50% of CPU time. For example,
modelling the helicopter by using a 63 segirent model for frequencies up to 64 MHz
and a 185 segment model for frequencies up to 256 MHz gives a saving of 22%.
However, when varying the number of segments, it is important to keep the point
of observation constant and to carefully look at the data to ensure continuity
when passing from one model to another.

3.3 SELECTION OF AN ADEQUATE FREQUENCY STEP

The two important parameters that determine the number of frequencies are
the frequency step (Af) and frequency range ) Figure 3-7 shows the effect
of various frequency steps used in obtaining the time domain response.
Obviously, if Af is chosen too large, some important features of the frequency
response such as the resonance peaks may be missed. As seen in equation (11),
there is a direct relation between the frequency step and the time duration of
the solution inherent to the inverse Fourier transform. If the Af is chosen too
large, the time duration of the solution (t,,x) will be shorter than the response
duration and the effect will be that the solution will not decay to zero. This
can be observed in Figure 3-7 where the 4 MHz/step curve has a 250 ns duration
and is obviously incomplete. In our example, the response duration is about 2 gs

16
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and therefore, a 0.5 MHz frequency step is adequate. It is also worth noting
that there is no significant improvement when going from 0.5 MHz to 0.25 MHz
step. An initial estimate of Af can be obtained by estimating the first
resonance of the structure from its the shape and dimensions. Starting with Af
approximately equal to 1/10-h of the estimated first resonance frequency is
usually adequate. The length of the helicopter for instance is 19.5 m, which

-.<corresponds to a resonance around 8 MHz. A first estimate of the solution can
be made by calculating the currents at 1 MHz steps.

3.4 SELECTION OF AN ADEQUATE FREQUENCY RANGE

The frequency domain simulation codes compute the solution at N
frequencies, from Af to N.Af', effectively ignoring the higher harmonics of the
solution. A reduced frequency range results in more distortion (slower rise
time, overshoot, etc.) due to the fewer number of harmonics included in the
solution. It is easier to estimate what the proper range should be by plotting
the solution H(w).E(w) in the frequency domain as shown of Figure 3-8. From even
a limited number of frequencies, calculated at a possibly larger Af, it is
possible to observe a tendency in the curve indicating that the higher
frequencies contribute less and less to the solution. This is especially true
for frequencies above 100 MHz where the frequency content of the excitation drops
dramatically. Figure 3-9 shows the effect of the frequency range on the
solution. A range of 32 MHz is obtained by rejecting the higher frequencies
which contribute less than 10% of the peak resonance. This may be insufficient
if a good estimation of the rise time or any sudden changes is desired, but may
still provide an approximation of the solution. If the range is extended to keep
the frequencies which contribute more than 1% of the peak, or about 100 MHz, the
solution becomes much more accurate and only a slight overshoot and a slight
distortion is observed.

3.5 INTERPOLATION OF THE FREQUENCY RESPONSE

It was shown that the selection of an appropriate frequency step and
frequency range has a major impact on the accuracy of the response. It is also
evident from the frequency domain response (Figure 3-2) that a smaller step
should be used around the resonance peaks, especially around the first few peaks.
However the standard application of the FFT algorithm requires that all
frequencies be equally spaced, thus we would need to compute the currents at the
same spacing for the entire frequency range resulting in an increase of the CPU
time by the same factor.

To avoid this excessive use of CPU, a code was developed which takes a
spectrum H(c) consisting of unevenly spaced frequencies and, by using cubic
spline interpolation, generates a new spectrum at evenly spaced frequencies at
a different and possibly a smaller frequency step. This code allows us to use
a smaller step only near the resonance peaks where the magnitude and/or phase
change rapidly. Calculations in other regions can be made at a bigger step.

The solution.at DC is always 0, as the response to an incident field is
function of its derivative.
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Spline interpolation and inverse FFT are then used to compute the time domain
response.

The cubic spline routine used (CSAKM) is a part of the IMSL Math library
(17]. It is based on a method developed by Akima and is designed to preserve the
shape of the data and to minimize oscillations. The interpolation is performed
on the magnitude and phase arrays, which have been sorted by arranging the
frequencies in ascending order.

3.6 SMALL STRUCTURES

For small structures, ie. small compared to the wavelength of the highest
frequency of the excitation, the first resonance occurs above the frequency range
of the excitation. Frequency domain calculations can be made at a relatively few
frequencies and interpolated at the intermediate ones because there are no abrupt
changes below the first resonance.

It was observed on Figure 3-6 that a significant part of the energy of the
EMP waveforms lies on the flat portion of the curve, below 1 MHz. When
interpolating Y(w) to perform the inverse transform, Af must be small enough to
take this portion of the spectrum into account.
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4.0 CONCLUSIONS

It was shown that the use of numerical electromagnetic interaction
simulation codes for predicting the response of complex systems to an incident
EMP field is essential to the EMP analysis and hardening process. Although a
variety of codes exist, both in time and frequency domain, one is often forced
to use a time domain code due to the features or limitations inherent of each
code.

A number of problems were solved with both time domain and frequency domain
codes. It was demonstrated that the use of a frequency domain code can yield an
accurate solution. Furthermore, very good agreement between different codes for
solving a given problem was obtained.

It was also shown that the old NATO definition of the EMP waveform (double-
exponential) is not appropriate and that the new definition (reciprocal) should
be used,

Techniques were developed to reduce the excessive computer time required
to obtain a time domain solution. It was shown that adjusting the model for
different frequencies will save about half of the computer time. It was also
shown that a judicious choice of the frequencies is important to produce an
accurate solution with minimum computer time. A frequency domain interpolation
technique was developed to further reduce the computer time. All the techniques
developed can reduce the computer time by a factor of 7 to 10.
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APPENDIX A

PROGRAM LISTING

29

CzowAý~



Subroutine FFT A. M )
* Description: Radix-2, in place Fast Fourier Transform
* To perform Discrete Fourier Transform

* This is the original algorithm from Cooley & Tukey
* taken from subroutine HARMMwith the following changes:
*- Converted to Fortran-77
*- Use of entry points instead of control arguments
* Scaling and phase corrected to conform with the
* definition of the DFT algorithm

* Entry points: FFT ( A, M) Direct FFT
* FFTS ( A, M, DT ) Direct FFT, with scaling
* IFFT (A, ) Inverse FFT
* IFFTS ( A, M, DF ) Inverse FFT, with scaling

* Arguments: A(*) Complex array of data, input & output

* M Log2 of size (size is 2**M)

* DT, DF Time or frequency step

A..;.....AA . AA AA AA AA*****************************************************

Implicit Integer*4 (I-M)

Parameter (PI- 3.1415926535)

Complex A(*). U, W, T
Real DT, DF, Scale
Logical InvFFT ! Doing an IFFT ?

Entry FFT (A, M)

InvFFt - .False.
Scale - 1.
Goto 10

Entry FFTS ( A, M, DT

InvFFt - .False.
Scale - DT
Goto 10

Entry IFFT ( A, )

InvFFt - .True.
N - 2**M
Scale - 1./N
Goto 11

Entry IFFTS ( A, M, DF

InvFFt - .True.
Scale - DF ! or - 1/N /DT
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I0 N -2**M
c M - NINT(LOGlO(REAL(N))/LOGIO(2.))

11 NV2 N/2
NMl - N-1
J -1

If ( Scale .ne. 1. ) Then ! Scale
Do 21, I- 1, N

21 A(I)-A(I)*ScaleEnd if

Do 20, I- 1, NM! Bit-reverse input data

If ( I .At. J ) Then
T - A(J)
A(J)- A(I)
A(I)- T

Endif

K -NV2

15 If ( K .At. J ) Then
J - J-K
K - K/2
Goto 15

Endif

J - J+K
20 Continue

Do 40, L- 1, M
LE - 2**L
LE1 LE/2
U- (1.0.0.)
W -CMPLX( COS(PI/LEI), SIN(PI/LEI) )
If ( .Not. InvFFT ) W - CONJG(W) ! Adjust phase if FFT
Do 40, J- 1, LEI

Do 30, I- J, N, LE
IP - I+LE1
T - A(IP)*U
A(IP)- A(I)-T
A(I) - A(I)+T

30 Continue
U-U*w

40 Continue

Return
End
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APPENDIX B

GUIDELINES SUMMARY

Guidelines developed in this report are summarized herein. The primary
objective was to minimize the CPU time required to run the interaction codes and
still obtain an accurate solution.

B.31 GUIDELINES FOR SOLVINS TIME DOMAIN PROBLEMS

A numerical electromagnetic interaction code is used to compute the
currents or charges at multiple discrete frequencies. These frequencies need not
be evenly spaced and interpolation can be used to obtain an evenly spaced
sequence necessary to compute the inverse Fourier transform. Judicious choice
of frequency step and frequency range may considerably reduce the computer time.

a) Use a realistic model for the excitation with a known expression of its
Fourier transform, such as equation (15).

b) Use longer segments and larger patches at lower frequencies to reduce the

problem size.

c) Estimate the first resonance peak from the dimensions and shape of the
object. Start with Af equal to approximately 1 / 1 0 th of the estimated first
resonance.

d) An incomplete time domain solution, y(t), suggests the need for a smaller
Af, especially near the resonance peaks.

e) The higher frequencies of Y(w) will contribute less and less to the
solution. Therefore, it is possible to identify that trend in the product
H(w).E(w) to estimate a proper value for f... Very good results are
obtained when the higher frequencies contribute less than 1% of the peak
resonance.

f) The Af used to compute the inverse transform (after interpolation) should
be small enough to cover the lower frequency characteristics (flat portion
of the spectrum on Figure 3-6) of the excitation. For the standard NATO
EMP waveform definition, Af should be smaller than I MHz.

B.2 GUIDELINES FOR INTERPOLATING THE FREQUENCY DOMAIN TRANSFER FUNCTION

A cubic spline routine (CSAKM) from the IMSL Math library is !tsed to
interpolate the frequency domain solution computed at unevenly spaced frequencies
and obtain a sequence at evenly spaced frequencies.

a) Convert the complex sequence into two real sequences representing its
magnitude and phase.
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b) If necessary, add the DC value (f-O). In this case, the magnitude will be
"0 and the phase ±90*.

c) It is necessary to unwrap the phase before the interpolation can take
place.

d) Perform the interpolation and convert back to real and imaginary arrays.

B.3 GUIDELINES FOR PERFORMING THE DFT AND FFT ALGORITHMS

The application of the DFT algorithm requires that the N point complex
sequence be calculated at evenly spaced frequencies.

a) Multiply the sequence with a window, such as a cosine-tapered window, if
a significant discontinuity is observed at the higher frequencies because
of the limited number of frequencies computed.

b) Extend a N point sequence to H point by adding zeroes at the end. This
produces a better interpolation of the solution, which is particularly
useful for plotting, and also allows the use of the more efficient FFT
algorithm which may have restriction on the size of the sequence.

c) Mirror the H point sequence with its conjugate, thus forming a 2M point
sequence, on which the FFT will be performed. The real part of result
will be the solution (the imaginary part will be zero).

d) Include the effect of the scaling property of the Fourier transform as

defined in equation (9) into the FFT algorithm.

e) Use the equations (10) and (11) to compute At and t.,. from Af and fa..

34



REFERUNCES

(1] NATO, mThe NATO User Guide to EMP Testing and Simulation", AEP-18, 1"5
edition, July 1988

[2) MIL-STD-461C, "Electromagnecic Emission and Susceptibility Requirements
for the Control of electromagnetic Interference". August 1986

[3] NATO, "EMP engineering practices handbook", NATO file No 1460-3,
August 1988

([4 Bell Laboratories, "EMP engineering and design principles", 1975

(5] Tstsuo Itoh, "Numerical Techniques for Microwave and Millimecer-Wave
Passive Structures", John Wiley & Sons, 1989

[61 J.A. Landt, E.K. Miller and M. Van Blaricum, "rJT-MBA/LLLlB: A Computer
Program for the Time-Domain Electromagnetic response of Thin-Wire
Structures", Lawrence Livermore Laboratory, May 1974

[71 G.J. Burke and A.J. Poggio, "Numerical Electromagnetic Code (NEC) - Method
of Moments", Naval Ocean Systems Center, Technical Document 116, July 1977

[8] D.R. Wilton, A.W. Glisson and S.M. Rao, "Handbook for EFZE - A Computer
Code for Electromagnetic Scattering Problems Involving Arbitrarily Shaped
Conducting Surfaces", Department of Electrical Engineering, University of
Mississippi

[9] K.S.H. Lee, "EP F Interactlon, Principles, Techniques, and Reference Data".
Hemisphere Publishing Corporation, 1986

(101 R.N. Chose, "EMP Environment and System Hardness Design", Don White
Consultants, 1984

[11] D.F. Elliott and K.R. Rao, "Fast Transforms - Algorithms, Analyses,
Applications", Academic Press Inc., 1982

[12) A.V. Oppeaheim and R.W. Schafer, "Digital Signal Processing", Prentice
Hall, 1975

[13] A.V. Oppenheim and A.S. Willsky, "Signals and Systems", Prentice-Hall,
1983

[14] J.W. Cooley and J.W. Tukey, "An algorithm for the machine calculation of
complex Fourier series", Mathematics of Computation, vol 19, pp. 297-301,
April 65

[15] C.S. Burrus and T.U. Parks, "DFT/FFT and Convolution Algorithms", John

Wiley & Sons, 1985

[16] S. Haykin, "Communication Systems", John Wiley & Sons, 1978

[17] IMSL Math/Library User's Manual, Version 1.0, April 1987

[18] S. Kashyap, J.S. Seregelyi and M. Dion, "Measurement of EMP Transients
Using a Small, Parallel Plate Simulator", Proceedings of the IEEE
Conference on Precision Electromagnetic Measurements, June 11-14, 1990

35



UNCLASSIFIED -37-
NCOOaITY CLASS~IFCATION OF FORM

11"est classification of Title. Abstract. Keywords)

DOCUMENT CONTROL DATA
tIaawity aeiaaifilentm of title. be"r of ettaet o i-I an- uesag uwatio m fust be aniated "Mef t~eoveratll dOtumentW ill geiaaifieh

11. ORIGINATOR Ifth iome will addabess of thes organsateon preparig the document. 2Z SECURITY CLASSIFICATION
Orgenlzttionsi for whom the document was prepered. s.9, Essablishiment spnoifg Isvmail security classification of the document
a colntractior's ripen or tasking aigency. we enerd in section 8.) includin special wwi" terms if appicable)
Defence Research Establishment Ottawa
Ottawa, Ontario
K1A OZ4 UNCLASSIFIED

3a TITLE (the compslete decument title as indicatd on the tite page. has classification should be indlicatted by the pprwopiriate
abbrv~ae (S.C.M or I$ in peenthiesegs after fth title.)

ANALYSIS OF EMP RESPONSE OF STRUCTURES USING FREQUENCY DOMAIN ELECTROMAGNETIC
INTERACTION CODES (U)

4. AUTHORS U.sit mome, first runne, middle in"ta)

DION, M. AND KASHYAP, S.

5. DATE OF PUBLICATION (moenth wild yewr of publication of 6& NO. OF PAGES (total 6b. NO. OF REFS (total cited in
document containing information. Include document)

MAY 1991 Anniexes. 47pardices. etc.) 18

7. DESCRIPTIVE NOTES (the category of the document. e.g. technical repiort technical note or mem orandumn. If appropriate, enter the typ of
report eLg. interim, 1104o11es11113 Summary, ~nia Or final. Give the inclusive dates when a specific reporting period is coveted)

DREO REPORT

S. SPONSORING ACTIVITY (the nune of the department project office or laboratory sponsoring the research and development Include the
address.)
Defence Research Establishment Ottawa
Ottawa, Ontario KiA 0Z4

9&. PROJECT OR GRANT NO. (if appopriate, the applicable research 9b. CONTRACT NO. (if appropriate, fth applicable number under
and developmnts project or gramt number under which the document which the document was written)
was wrmetn. Please specfy whether project or grant)

PROJECT 041LT N/A

10Oa ORIGINATOR'S DOCUMENT NUMBER (the official documenit 10b. OTHER DOCUMENT NOS. (Any other numbers which may
numbe by which the document is identified by the originating be assigned this document either by the originator or by the
activt. This number must be uniquet to this document' sponsor)

DREO REPORT 1078

11. DOCUMENT AVAILABILITY (ay limitations onl further dissemination of the document, other than those imposed by security classificationi

(X ) Unlimited distribution
I I Distribution limited to defence departments and defence contsctors: further distribution only as approved
I I Distribution limited to defenice departments and Canadian defence contractors; further distribution only as approved

' I ) Distribution limited to government departments and ageincies; further distribution only as sappoed
IDistributien limited to defence departments: further distribution only as approved
IOther (please specify):

1Z2 DOCUMENT ANNOUNCEMENT (any limitation to the bibliographic anniouncement of this document This will normally correspond to
the Documenit Availabilty (111). However, where further distribution (beyond the audience specified in 11) is possible, a wider
annlounicemnto audience may be selected.)

SECURITY CLASSIFICATION OF FORM

DC003 2/06/87



-38- UNCLASSIFIED
SIUCIVV CLAUIFICATI0A4 OF FORM

I&. ABSTRACT Is bie f sel factiud samwy Vgf ft dwmiviet It 'ajy also OW~ elsewWer ift the bOdf the doeWliefi Millf. It is highly
dmw*I- go the Adina- of classified4 docwnmon be mcawlf led Each pwaprso of this absi act shall begi wth ani mnicaw ofi tfhe
soinit I cliesiflcaeion of* th nfrermione in the puauh WMass the dome itsieltUf is wictassit'eE representeid a IS. 110. (MI. or 012
It 5 is IIUscesso to onlde" here Pbec in "d of fical W*Mpin Wonls do text is bilinguaIL

(U) This report concerns the use of frequency domain computer codes such as the
Numerical Electromagnetic Code (NEC) for computing the time domain Electro-
magnetic Pulse (EMP) response of structures such as antennas, aircraft or
communication shelters. The proper representation of the EKP excitation and the
selection of a number of appropriate frequencies to obtain a correct time domain
EKP rtsponso are studied. The effects of adapting the modelling of the problem
for different frequency ranges is discussed. Guidelines are given for obtaining
a correct time domain response with efficient use of computer time.

14. K.EYWORDS. DESCRIPTORS or 1OE9MFIERS (teclwwcaly moomvigful terms ' 0101`4181111 thtW cl~teracize adOCUMent and Coud bei
he4WWu 01 cieepng*6A the 4161 nt. They sOuld be selected so me no secuity clossIficetuili is r~etud Identifiers, such as equpmem

model doauistim. Weds eiris. mililinry project cows nm.. geepWllIC localain MOV @ie be included. If po~ssie keywords should be selecte
freira owisdised )Rsoous. eLg. Thosmwus of Egmserng`0 aid Scientific: Terms (T!SM amd ton ftsmaru-demufited if it is not Possible to
IM6 M061 mneag teriwa arwbe Unclassifioled. the clam sficamen of two shoul be indicatd a with t*6 titIle)

Electromagnetic Pulse
Electromagnetic Interaction Codes
Electromagnetic Simulation Codes

Discrete Fourier Transforms

Fast Fourier Transform
NEC
Numerical Electromagnetic Code

UNCLASSIFIED

siCuMITY CLASSiPICAT1ON OF PORM




