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STUDY TO ASSESS THE EFFECTS OF
HIGH-ALTITUDE ELECTROMAGNETIC PULSE
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ABSTRACT

The high-altitude burst of a nuclear device over the continental
United States can expose civilian electric utility systems to transient
electromagnetic pulses (EMP). The electromagnetic fields experienced
within one second after the burst have been collectively defined by the
term high-altitude EMP (HEMP). The phenomena has been subdivided, for
this report, into an early-time HEMP field followed by an intermediate-
time HEMP field.

This volume documents a preliminary research effort
to: (1) investigate the nature and coupling of the HEMP environments to
electric power systems, (2) define the construction of approximate
system response models and, (3) document the development of a
methodology to assess equipment and system vulnerability.

The research, to date, does not include an attempt to quantify
power system performance in HEMP environments. This effort has been to
define the analytical methods and techniques necessary to perform such
assessments at a later time. It is anticipated that the HEMP
methodology will be incorporated into a comprehensive EMP assessment
process to investigate total system risk.

*LuTech Incorporated, Lafayette, CA
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1. INTRODUCTION

In the event of single or multiple high-altitude nuclear bursts
over the continental United States, it 1is predicted that 1large
geographic areas of the country can be illuminated by transient
electromagnetic fields known as high-altitude EMP (HEMP). The initial
electromagnetic environment experienced at or near the earth's surface
is a fast transient having characteristic rise times strongly related to
the prompt gamma radiation output rate of the nuclear device. This HEMP
environment, known as early-time HEMP, may have the potential to cause
direct and consequential damage to unhardened, civilian electric utility
systems, as well as system operational upset. Immediately following the
initial, HEMP transient, scattered gamma photons and inelastic gammas
from weapon neutrons create additional ionization resulting in the
second (intermediate-time) HEMP environment. The HEMP environments are
followed at much later times (seconds to hundreds of seconds after the
burst) by very low frequency excitation due to magnetic bubble formation
followed by hydrodynamic motion of the heated atmosphere. This type of
electromagnetic transient has been defined by the term magnetohydro-
dynamic EMP (MHD-EMP).

Since the United States electric power network of generation,
transmission and distribution may be exposed to EMP environments, it is
of critical importance to national security that a quantitative and
comprehensive methodology be developed to assess the vulnerability of
electric power systems to this, externally imposed, transient environ-
ment. The creation of such an assessment technique would enable all
interested parties to quantify the potential risk to existing systems,
and to explore alternate system hardware applications and operational
strategies. EMP assessments have been performed for other types of
electrical systems, such as military aircraft, missiles and communi-
cations facilities. The unique properties of the electric power system,
such as its complex electrical interconnection over a wide geographic
area strongly indicates that an EMP assessment methodology should be
developed with specific focus on the electric power system.




Section 2 of this report presents a brief overview of the physics
related to HEMP formation as a prelude to characterization of HEMP
transient environments. Previous approaches to HEMP environmental
description, predicated upon concepts of "worst case" threat definitions
suitable 1in the assessment of spatially 1local, hardened military
facilities, are compared to alternate techniques to incorporate the
spatial dependence of the phenomena necessary to more realistically
assess the system interaction of a geography dispersed civilian electric
utility system.

In Section 3, the HEMP interaction with the civilian electric
utility system 1is discussed. Such interaction includes direct
"coupling" of the transient electromagnetic fields to electrical
conductors, such as power Tlines and cables, and the subsequent
propagation of EMP energy throughout the system. In addition,
interaction of the HEMP environment directly on system components by
direct field penetration into enclosures via apertures and by direct
diffusion 1is developed. Models are developed in order to define
applicable electrical "stress" at points of interest.

Section 4 considers the necessary elements of a civilian electric
utility assessment methodology for HEMP environments. The methodology
encompassés assessment techniques specifically orientated towards the
generation, transmission, distribution and operations function of the
utility system as well as total system response.

Section 5 presents the development of power system equipment models
and vulnerability criteria to support the assessment methodology. The
app]icdbi]ity of existing power system assessment digital codes is
discussed and the development of additional codes is considered. This
section also considers the scope of an experimental program to
determine equipment vulnerability, and system responses.

The report concludes with a summary of recommended areas of
additional research to refine the environmental definition, modeling
techniques and assessment methodology.



The research to date does not include any attempt to quantify power
system performance in HEMP environments. The Phase I effort has been to
define the methods and techniques necessary to perform such assessments
in subsequent phases of the research program.




2. HEMP ENVIRONMENTAL DESCRIPTION

2.1 Introduction

Any methodology developed to investigate the interaction of HEMP
with civilian electric utility systems must incorporate an
electromagnetic environmental description as part of the specification
of initial conditions. The environmental description should incorporate
an appreciation of the physics associated with the generation of the EMP
transient phenomena and the suitability of the environmental
specification with respect to the physical and functional properties of
the system under investigation.

Much of what is empirically known about the HEMP signal cannot be
discussed in an unclassified sense. However, the unclassified
literature does present at least one measured HEMP waveform [1] ascribed
to the 1962 high-altitude, nuclear device test series. This
measurement, designated as curve C, is reproduced in Figure 1 of this
report. Figure 1 also depicts the results of an EMP computerl code
(curve A) developed to simulate the phenomena and investigate the
accuracy of various approximations made in analytical investigations
employing high-frequency models. Curve B represents the convolution of
the computer simulated waveform and the measurement instrument response.

This section presents an overview of the physical mechanisms
associated with the creation and propagation of the radiated HEMP
signal(s) from a high-altitude nuclear detonation and develops the
parameters of interest which could be expected at or near the earth's
surface. The approach of HEMP '"worst case" threat environmental
definition is discussed and contrasted to specifications incorporating
the spatial and time variance of the HEMP environment within the area of
direct illumination. The section concludes with a recommendation of a
HEMP environmental format designed to specifically investigate the
interaction of EMP and the civilian electric utility system.
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2.2 The Physics of EMP Generation

The HEMP phenomena is initiated by a nuclear detonation at an
altitude greater than approximately 40 km above the earth's surface.
This event results in a radiated, transient electromagnetic field(s)
that can illuminate large areas of the earth's surface. These signals
are distinctly different from other natural or man-made sources of
electromagnetic phenomena with respect to their large amplitudes and
short rise times. In addition, within the limitations of the speed of
1ight, large areas of the earth are simultaneously illuminated.

The HEMP pulse 1is generated in the -electromagnetic source
(deposition) region where gamma rays emanating from the nuclear device
collide with air molecules and lose part of their energy by producing
Compton electrons [2]. This interaction is shown in Figure 2. The
result is an ionized region in which an approximate]y radially directed
Compton current is able to flow. The physical extent of the deposition
region is a strong function of the height of the burst and the weapon
yield.- For a nominal one megaton burst, the respective deposition
regions for heights of 50, 100, 200 and 300 km are shown in
Figure 3 [3].

It is the Compton electron interaction with the earth's magnetic
field and resulting motion within the source region which ultimately
produces the HEMP electromagnetic radiation. The electron motion is also
affected to some degree by the EMP fields themselves, and a
self-consistent solution for the fields, Compton currents and air
conductivity can be obtained using Maxwell's equations with the
appropriate source and boundary conditions and air chemistry
relations [1.,4,5].

As is shown in Figure 3, the asymmetry of the source (deposition)
region evokes the existence of HEMP radiated fields outside of the
region. The physical mechanisms responsible for source region and HEMP
radiated field asymmetry arise from: (1) gradients in the earth's
atmospheric density, (2) the presence of the earth's magnetic field
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which affects electron motion, and (3) asymmetries in the initial gamma
ray flux due to weapon design. The net effect of such asymmetry is
shown in Figure 4. Downward gammas from the burst travel practically
unaffected until they reach an altitude of about 40 km, where the
earth's atmosphere has sufficient density to produce Compton electrons.
The presence of the earth's magnetic field at this point causes the
electrons to spiral around the magnetic field lines, resulting in a
transverse component of the Compton current. This current component
creates a magnetic dipole moment. The highly peaked, early-time
characteristic of the HEMP radiated field, exhibited in the measured
signal shown in Figure 1, has been attributed to this turning of
electrons in the earth's magnetic field [3].

~ Beyond the source (deposition) region, the radiated HEMP electro-
magnetic transient 1is considered to propagate according to the
free-space propagation velocity of 3x108 m/s and with a free-space
characteristic impedance of 377 ohms. At an observation point on the
earth's surface, the incident HEMP electromagnetic field appears as a
local plane wave having transverse electric and magnetic field
components, a specific polarization, angle of incidence and temporal
waveform. The exact behavior of these quantities depend on the burst
location and weapon design, the geomagnetic field in the source region
and the observation point.

The preceding physical development of the HEMP radiated field is
predicated on the concepts of a high-frequency EMP model and focuses on
the prompt gamma flux produced by the weapon. Thus, the theory accounts
for the early-time of the total HEMP signal, i.e., signal times less
than one microsecond. Scattered gamma ray photons and inelastic gammas
from weapon neutrons create additional ionization later in time. It is
the HEMP signal produced under this additional ionization that has been
defined as intermediate-time HEMP. The attributes of both types of HEMP
are discussed in the next subsection.



BURST LOCATION
(2 100km)

X - RAYS

EARTHS MAGNETIC

FIELD LINES COMPTON

ELECTRONS

GAMMA RAY
SOURCE REGION

2 RADIATED (30-50km)

k FIELD

Fig. 4. Schematic representation of high-altitude
EMP generation [1].




10

2.3 Description of Early-Time HEMP Fields

The early-time HEMP field description of interest, for civilian
electric utility system assessment, is the specification of the incident
electric field on the earth's surface. For any nuclear event, a
complete field description requires the following quantities be
specified:

Spatial extent of the fields
Angle of incident and polarization
Spatial variation of the fields

Temporal behavior

Each of the required quantities will be discussed in detail. It is
noted that a definition of the incident electric field alone is adequate
for representing the HEMP environment, since the corresponding incident
magnetic field is directly related to the electric field through the
free-space impedance.

2.3.1 Spatial Extent of The Fields

As illustrated in Figure 4, the HEMP source region is not in a
localized volume of space, but extends in a pancake-like geometry under
the burst point. The radiated fields observed on the ground include
contributions from all parts of the source region, a fact that has some
importance in determining the late-time response of the field.

For early-time in the HEMP signal, it is possible to approximately
determine the extent of HEMP coverage by using a simple geometric optics
argument. As shown in Figure 5a, it is possible to draw a tangent line
from the burst point to the earth, thereby defining the extent of
coverage of the HEMP. The lower frequency (late-time) components of the
fields are able to diffract around the earth and enter the "shadow"
region thereby contributing to the later response. Generally, these
fields are much smaller in magnitude than those in the directly
illuminated region.
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Figure 5b shows the spatial extent of the HEMP fields in relation
to the continental United States for several different heights of burst
(HOB) .

2.3.2 Angle of Incidence and Polarization

As with the determination of the spatial extent of the HEMP,
geometrical considerations can be used to infer the approximate angle of
incidence and the polarization of the incident field. Figure 6 shows a
burst point at a height h above the earth's surface and described by the
polar angles 6y and P Similarly, an observation point on the earth's
surface is given by eo and ¢o. The 1ine of sight from the observation
point to the burst point defines the direction of incidence of the EMP.
Given the coordinate system of Figure 6, the x,y,z coordinates of the
observation point can be expressed as:

X, = @ sin 6 cos % (1)
Yo = @ sin 6 sin ¢, (2)
z, =a cos 6, (3)

where a is the earth's radius. The corresponding coordinates for the
burst point are:

Xy = (a+h) sin 8y, €OS ¢y (4)
Yp = (ath) sin o sin ¢, (5)
zy = (a+h) cos Oy (6)
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This permits the vector r, which defines the direction of inci-
dence, to be defined as:

N

r=(x, - xb); * (Y, - yb)§ * (z, - )z (7)

Locally, on the surface of the earth, it is convenient to define
another coordinate system related to the local vertical direction and
the magnetic north direction. In this coordinate system, the two angles
¥ and ¢ are used to define the angles of incidence of the incoming HEMP,
as indicated in Figure 6.

As discussed 1in the Bell Laboratories publication [5], the
polarization of the radiated electric field 1is such that it is
perpendicular to both the direction of propagation of the HEMP and the
local magnetic field, of the earth in the deposition region.
Mathematically, this is expressed as:

E=rxB/|rxB8,] (8)

where the ~ symbol represents the unit vector direction.

4

For the continental United States the earth's magnetic field has a
typical dip angle (i.e., the angle between the field and the horizon) of
approximately 67 degrees [5]. Geometrical considerations indicate that
for observation points due north or south of the burst point, the HEMP
field 1is horizontally polarized. Thus, the electric field vector is
parallel to the earth as it arrives at the observation point.

For observation points east or west of the burst point, the
electric field can have a vertical component, and the orientation of
this field can be as much as 23 degrees in the vertical direction.

For the purpose of performing coupling calculations of the HEMP
fields, it 1is convenient to divide the incoming field into two
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components, referred to as the horizontally polarized and the vertically
polarized components. As illustrated in Figure 6, the horizontally
polarized field always has its electric field parallel to the x'-y'
plane, (i.e.,. the surface of the earth), whereas the vertically
polarized field has its electric field vector in the plane of incidence.
Note that a vertically polarized electric field generally has both
vertical and horizontal components with respect to the earth's surface.

The fraction of the total incident field occurring as vertically or
horizontally polarized components can be expressed as:

/

inc _ inc
Ev = Oyar E (9)
and:
inc _ inc
EH = ahor E (]0)

where the coefficients Y or and Cyer obey the relationship:

o‘ﬁonr' * 0‘\i'elr' =1 ()

The Bell Laboratories report [5] presents plots of these
polarization coefficients as a function of the angle of incidence, based
on the assumed constant magnetic dip angle. These plots are reproduced
in Figure 7. As may be noted, the polarization of the incident HEMP is
primarily horizontal in nature, a fact that is important in determining
the HEMP-induced currents in power lines as will be discussed in
Section 3.

2.3.3 Spatial Distribution of The HEMP Fields

In addition to the determination of the area illuminated by HEMP,
it 1is necessary to determine the variations of the incident field
strength in this region. By referring to Figure 8a [4] it can be shown
that the field on the earth is a function of position. At observation
points on the ground, where the direction of incidence of the HEMP is
parallel to the earth's geomagnetic field, the observed HEMP field is
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seen to be small. At earth observation points where the field and the
direction of incidence are perpendicular, the field is the largest. The
reason for' this effect 1is shown in Figure 8b. Neglecting the longi-
tudinal motion of the electrons, at any point in the source region, the
electrons tend to precess around the geomagnetic field lines, creating a
magnetic dipole moment. This dipole produces both electric and magnetic
fields which radiate away with particular spatial features. Specifi-
cally, the electric field is in the ¢] direction in the figure, and the
magnetic field is in the e] direction. Furthermore, this type of
radiation has a null' in the e] = O°< direction and a maximum in the
e] = 90° direction. Applying this model to- the various observation
regions on the earth shown in Figure 8a shows the reason for the maximum
and minimum field regions.

Figure 9 presents a contour map of electric field magnitude on the
earth's surfaqe. A c@mmon]y used value for the peak magnitude, EmaX of
the radiated early-time HEMP field is about 50 kV/m, which occurs in the
region of maximum field slightly south of the burst point. At other
points on the earth's surface, the peak amplitude of the radiated field
will be less, according to the data in Figure 9. Clearly, the details
of this field variation will depend on the magnetic field and weapon
characteristics in any particular case. However, in the absence of
source-specific data, Figure 9 could form the basis for a detailed
specification of the eér]y-time HEMP environment for power system
assessment.

2.3.4 Temporal Behavior of The Fields -

The final important feature of the:radiated HEMP field is the shape
of the waveform. The waveform varies as a function of position on the
earth [5]. Directly under the burst (point 1), the HEMP has a 10 to 90
percent rise time on the order of 5 ns, a time that is commensurate with
the rise time of the prompt gamma pulse. The fall time corresponding to
a half the peak value is on the order of 20 ns. Away from this region,
the rise and fall times  tend to be greater. For example, in the region
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of the maximum field strength (point 2), due south of the burst, the
field has a rise time of slightly under 10 ns and a fall time of about
50 ns [5]. On the horizon (point 3), near the tangential distance, the
pulse has broadened considerably, having a rise time somewhat Tlonger
than 10 ns and a fall time on the order of 200 ns [5]. The waveforms
can be represented by a double exponential expression as:

£(t) = T(e™F 7Bty (12)

1

In Equation (12), the o~ and B'] terms are the applicable time

constants and the T' is a normalizing factor calculated so that the peak
value of f(t) is unity. The appropriate values for the above waveforms
are presented in Table 1.

Table 1

WAVEFORM PARAMETERS FOR EARLY-TIME
HEMP TEMPORAL BEHAVIOR

Point  Location )y ags'l} Bgs’1}

1 Under burst 1.348 3.46x10°  4.40x10°
E 1.259  1.38x10°  2.44x108
Horizon 1.031  3.46x10°  2.00x108

Figure 10 presents the f(t) time domain waveform of the electric
field at each point and the corresponding frequency spectra.

2.4 Description of Intermediate-Time HEMP Fields.

In contrast to the unclassified body of knowledge developed to
characterize the early-time HEMP fields, little unclassified data is
available to describe the intermediate-time HEMP signal. All of the
unclassified data supplied to the authors by ORNL consists of the
following:
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In the absence of any other technical guidance, a single
exponential waveform has been chosen to represent the incident electric
field associated with intermediate-time HEMP. The temporal behavior of
this waveform is expressed as:

E;oclt) = E e Yt (13)

where E; = 100 volts/meter and vy = 10 571,

Figure 11 presents this transient waveform. It must be kept in
mind that this waveform occurs in conjunction with the early-time HEMP
signal. If the early-time HEMP component were plotted on Figure-11, it
would appear almost like a delta function occurring at t=0.

Details 'concerning the spatial extent of the fields, angles of
incidence and polarization are unknown. For the purpose of this
document, these details are assumed to be the same as early-time HEMP
fields.

2.5 HEMP Environmental Specification

The HEMP radiated field has been shown to contain spatially
dependent properties within an extensive coverage pattern of the earth's
surface. Such a distributed EMP environment and its interaction with
spatially local military systems, such as a hardened communication
facility or missile silo, have been previously considered by a number of
investigating organizations. Various reports [4,6,7] illustrate many of
the techniques which have been developed for estimating HEMP response
and system survivability. In performing an assessment on a spatially
local system to HEMP, a commonly used approach is to define a "bounding
case" HEMP threat environment, apply it to the system of interest and
assess system response. The rationale for the development of this
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threat environment incorporates the fact that such systems may be
located in a region of maximum excitation. Therefore, it is necessary
"to consider the worst possible excitation in order to insure system
survivability.

An unclassified example of a threat HEMP incident field is
presented in the Bell publication [5]. For the purpose of this document
it is denoted as the "Bell" waveform. The incident electric field is
assumed to have a peak magnitude of 50 kV/m. The waveform, defined as a
double exponential as expressed in Equation (12), incorporates a fast
rise time and a long fall time. An alternate threat waveform, denoted
in this document as the "DoD" waveform, has been suggested to the
authors by ORNL [8] as more applicable to early-time HEMP illumination.
The waveform parameters appropriate. for the "Bell" and "DoD" waveforms
are shown in Table 2. The time domain waveforms and corresponding
frequency spectra are plotted as Figure 12.

Table 2

WAVEFORM PARAMETERS FOR THREAT
HEMP ELECTRIC FIELDS

Waveform T a(s”! a(sT)
Bell 1.050 4.0x10°  4.76x108
DoD 1.285  3.0x10°  4.76x10°

The complete threat HEMP environmental specifications is obtained
by the determination of the polarization, angle of incidence and system
orientation such that there 1is maximum interaction between the HEMP
envirdnment and the system under assessment. This approach develops a
"bounding case" scenario. Often, such excitation is not physically
realizable, but it does serve to place an upper bound on possible system
responses and reflects a conservative approach to the assessment of an
intentionally hardened system.
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The above approach to HEMP environmental specification, developed
to provide a uniform "bounding case" interaction with a spatially small,
hardened system could be invoked in the assessment of the civilian
electric utility network. However, the significant geographic size of
the power system and the nature of system network properties evaluated
under such an environmental specification may provide unrealistic
estimates of system excitation and response.

In 1ieu of the use of the above threat environmental specification,
the authors recommend that the spatial variation inherent in HEMP
i1lumination be maintained in the early-time HEMP environmental
specification for power system assessment. The discussion of early-time
HEMP field behavior in the previous subsections suggests techniques to
attain such a specification. For a specified, high-altitude burst
location, a more realistic estimate can be developed for any spatially
local observation point on the earth's surface. At any such point of
interest, the details of the incident, early-time HEMP signal, such as
the waveform (amplitude and waveshape) polarization and angle(s) of
incidence are retained. For the purpose of tHis document, the
incorporation of intermediate-time HEMP effects can be linked to the
early-time HEMP characterization by the assumptions discussed in
Subsection 2.4.

From the initial specification of the geographic location and
altitude of the nuclear detonation, the surface spatial extent of direct
illumination can be determined by the geometrical techniques shown in
Figure 5. For any observation point on the earth's surface, a knowledge
of the local polarization of the incident field (Equation 8) and the
angle of incidence (Figure 6) can be determined. The details of the
local temporal waveform can be obtained by first expressing the HEMP
incident field in the form:

- -ot __-Bt ~yt
Eine = E; I'(e e P) + E] e (14)
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where E0 is determined from a contour plot similar to Figure 9 plus the
specification of a maximum value of E0 expressed in volts per meter.
For the purpose of this document, E] is defined as 100 volts per meter
and y equals 103 s']. The appropriate values for I', o and B are

determined for the local observation point of interest.

2.6 Summary

This section has discussed an overview of the physical generation,
propagation and spatially varying behavior of incident early-time HEMP
electric fields produced by high-altitude nuclear detonation. A
technique to incorporate the signal known as intermediate-time HEMP has
been developed from a minimum set of available, unclassified data.

The recommended environmental specification for early-time HEMP
assessment retains the spatial variance of incident waveform,
polarization and angle of incidence as a function of position on the
earth's surface for a specified burst Tlocation. These details are
retained in order to simulate a spatfa]]y changing environment over a
spatially large and unhardened system.

The approach to specification of the intermediate-time HEMP
incident field is a preliminary attempt to account for such stimulus
based on unclassified data. It is 'strongly recommended that the EMP
community review such an approach and that the sensitivity of the
civilian electric utility system to intermediate-time environments be
investigated in subsequent phases of the ORNL research program.
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3. HEMP INTERACTION WITH ELECTRICAL POWER SYSTEMS

3.1 Introduction

A practical power system is a very complex collection of massive,
electrically robust components such as towers, transmission Tlines,
lightning arresters and the 1like, as well as electrically fragile
components such as the integrated circuitry found 1in modern
communications and control subsystems which form part of the overall
power system.- In order to perform an assessment of the effects of EMP
on the power system, it is first necessary to obtain a functional
description of the system. After that 1is done, an electrical
description (often referred to as a topological description) may be
developed, and this may be used along with the EMP environments
described in Section 2 to estimate the responses at points of interest
within the system.

Part of this calculational process involves determining how the
incident EMP fields "couple" to'important parts of the power system.
This involves determining the response (voltage or current, for example)
of electrical conductors, such as antennas or power lines, which are
directly excited by the incident EMP. This response depends strongly on
the local geometry of the conductor, as well as on the characteristics
of the incident field. ‘

Such a response is generally able to "propagate" from one point to
another in the system, so that the effects of an EMP striking one point
of the power system can be observed at an entirely different point.
.Usually, this propagation of EMP energy occurs on guided wave
structures, such as transmission lines, coaxial lines, etc., but at
times, direct field propagation of energy is possible.

Finally, the EMP energy is able to '"penetrate" into shielded
portions of the system. For example, in a communications facility,
there is usually a shielded enclosure protecting equipment from unwanted
radio frequency interference (RFI) which serves as a barrier to the
unwanted EMP energy that might cause internal damage to the equipment.



29

Such barriers are not perfect, and energy can penetrate into the barrier
at holes in the shield. Similarly, the process of an EMP-induced
voltage surge coupling to a transmission line and then propagating to
the input terminals of a transformer can be thought of as then
penetrating into the interior regions of the transformer and possibly
causing damage.

This overall process involving coupling, propagation and
penetration, is referred to as EMP "interaction" with the system. A
number of standard calculational models have been developed by
investigators in the EMP community and these may be directly applied to
the power system assessment process, and details of these will be
presented later in this section.

In choosing the various calculational models for performing an
assessment, it is necessary to define the "observable" quantities which
are to be determined. For example, the voltage induced across a
transformer winding is one important quantity to know, since it can be
directly related to damage within the insulation. However, the
electromagnetic field penetrating into a window in an otherwise shielded
enclosure might induce a voltage in a critical control circuit, causing
upset or failure. Thus, this quantity might play an important role in
the system assessment process.

As discussed in this section, it is important to carefully define
the observable quantity. Generally, these are voltages, currents,
electric fields or magnetic fields, and details of their time histories
(rise and fall times and peak amplitudes) which are useful in performing
an assessment of the system. In addition, the derived quantity of the
total energy delivered to a load is commonly used.

In examining a typical power system, the most striking feature is
the transmission and distribution line network linking the generation
and load facilities. Obviously, the EMP interaction with this network
of conductors forms an important excitation mechanism for the system.
Detailed models describing the EMP coupling to such 1ines and the EMP
propagation along lines are needed for an assessment.
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Various types of antenna structures are also found 1in power
systems. Although not used for the direct transmission of electrical
energy, these components are typically found in the command and control
subsystems and perform a critical function in maintaining the integrity
of the power system. Such antennas occur in several forms, such as wire
structures for the HF region, blade antennas in the UHF regime, and dish
and waveguide antennas for microwave frequencies. In addition, such
antennas have supporting towers and equipment which themselves might
interact with an incident EMP. Because antennas are designed to radiate
electromagnetic energy efficiently in a particular band of ffequencies,
reciprocity dictates that they will be equally good receptors of energy.
Thus, antennas designed to operate at frequencies in which the EMP
spectrum is large will generally be highly excited. Detailed electrical
models have been developed for predicting the EMP interaction with
antennas, and these also will be discussed in this section.

Models are also needed for predicting the EMP penetration through
apertures in shielded enclosures. Apertures occur in the form of doors
and windows in shielded facilities, cracks and seams in metallic
covers, and in any other opening in a shield. This form of EMP
penetration is important to consider for highly shielded systems. For a
normal building, however, where no real attempt has been made to exclude
EM interference from the interior, it is difficult to define a "shield"
and the associated apertures. Such may be the case for many power
system facilities.

A final phenomenon affecting the EMP penetration into a facility is
that of field diffusion through imperfect conductors. As in the case
of apertures, this effect is only important for highly shielded
facilities.

In the following subsections, details of the EMP coupling models
for 1lines, antennas, apertures, and diffusion are discussed, with
special emphasis placed on- those models that are adaptable for
incorporation into a computer assessment code.
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3.2 Introduction to Transmission Line Modeling

In electrical power systems, long runs of conductors above a ground
plane are frequently encountered. These occur in the transmission and
distribution 1lines connecting 1load, generation and distribution
stations, as well as in the switchyard where there are sections of
electrical buses interconnecting equipment. In addition, there are
lengths of electrical cables found 1in communications and control
subsystems which take the form of a conducting line over a ground plane.
Buried conductors are also encountered.

An incident EMP impinging on such conductors can induce substantial
voltage and current traveling waves on the line, and these can propagate
to other points within the system. By virtue of its relatively simple
geometry, it 1is possible to easily compute the interaction of an
incident EMP with these 1lines, thereby allowing the possibility of
estimating the EMP-induced response of excited power system components.

In this subsection, several different analysis approaches for
treating the case of EMP-excited above-ground conductors are outlined.
One particular approach involves the use of quasi-TEM transmission line
theory to predict the behavior of induced currents and voltages, and the
fundamentals of this approach are discussed in detail in Section 3.2.1.
Furthermore, the extension of this theory to the case of EMP excitation
of buried conductors is also discussed. Section 3.2.2 then presents
several examples of the use of TEM models for power system applications.

The basic geometry of the problem to be treated in this section is
illustrated in Fig. 13, which shows a conductor of radius a located at a
height h over a conducting earth. The earth is assumed to have a
conductivity of Og mhos/meter, and a relative dielectric constant of €pe
For illustrative purposes, only a single conductor 1line has been
depicted here. More generally, we might be interested in the response
of a multiconductor 1line having a similar configuration above the

ground, and this will be discussed later in Section 3.2.1.
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Fig. 13. Above-ground conducting line excited
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The 1line is assumed to be illuminated by an incident transient
plane wave arriving with an elevation angle ¢ and with an azimuthal
angle ¢ with respect to the line's direction. For convenience, it is
desirable to decompose the actual polarization of the incident electric
field vector into two independent polarizations, one vertical and the
other horizontal as discussed in Section 2. The vertically polarized
component is an incident field having its electric field vector
contained in the plane of incidence (i.e., the plane which contains the
propagation (k) vector of the incident field and is perpendicular to the
ground). The horizontally polarized incident field is that having its
electric field vector always parallel to the earth, regardless of the
incidence angles. Figure 13 shows these two polarization types.

Of prime concern in the analysis of the EMP interaction with this
class of electrical structures is the determination of the time history
of the induced voltage (or charge) and current on the conductor.
Perhaps the most fundamental and rigorous analysis is through the use of
frequency domain electromagnetic scattering theory [9], which has the
potential of providing accurate line responses. Such an approach,
however, is rather complex and can be time consuming. An alternate
approach using time dependent scattering theory is also possible [10],
but its solution is efficient only for relatively early times.
Moreover, the inclusion of lossy ground effects :is difficult in such.
direct time domain analyses.

A third calculational approach for such problems is also available
in the form of quasi-TEM transmission 1ine theory. This approach has
been used by a number of investigators [11,12,13] and permits a rapid
solution for the induced line responses. Although there are errors
found in the responses due to various simplifications introduced in the
analysis, studies [1,13,14] indicate that for EMP responéés, this
approach 1is adequate. Later, in Section 3.2.2 this )point Wi]]l be
illustrated with a comparison of some calculated TEM response data with
similar data obtained from a scattering calculation. |
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The basic idea behind the analysis of lines using the TEM approach
is to assume that the electromagnetic energy induced by the EMP striking
the line propagates along the 1line in the form.of a transverse
electromagnetic field which is closely bound to the conductor. These
fields can be alternately described in terms of the voltage and current
on the line, and these are usually viewed as being the fundamental
quantities of interest.

The determination of the behavior of the voltage and current can be
accomplished by considering the line to consist of a large number of
ladder-~type L-C circuits, and then perform a circuit analysis. Such an
approach, known as Tumped parameter modeling (LPM) is possible when the
length of line is sufficiently small that only a 1imited number of L and
C elements are needed. For an electrically long line, however, such an
analysis approach is difficult.

An alternate approach, and one which is discussed in more detail in
the next subsection, involves the analytical solution of the voltage and
current behavior on the line, regardless of its length. This approach,
then, permits the consideration of much longer lines, and is one of the
chosen approaches for many of the power system assessment calculations.

waever, one difficulty with this calculational approach is
including the effects of corona, flash-over on 1lines, and other
nonlinear behavior of components, since it is based on a frequency
domain analysis. Because the concept of superposition of responses is
not possible in systems containing nonlinearities, it is necessary to
conduct such analysis directly in .the time domain. Details of this
alternate analysis using the TEM concepts will also be outlined in the
next subsection.

Due to the complexity and diversity of the EMP interaction problems
with long runs of conductors, it is not possible to use just one type of
analysis procedure. In performing an analysis, therefore, it is
necessary to have several different calculational models available for
use, and know the attributes and limitation of each. In the following
subsection, several different calculational models are summarized, and
their use in performing an EMP assessment on a power system indicated.
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3.2.1 Fundamentals of Quasi-TEM Analysis

As mentioned in the previous subsection, it is desired to develop
models useful for predicting_ the response of electrical equipment
connected to long lengths of electrical conductors excited by EMP.
Ultimately, what is desired is a knowledge of the voltage across the
terminals of a piece of equipment and the current flowing into the
equipment, as illustrated in Fig. 14a. These responses are a function
not only of the EMP-excited 1line, but also on the electrical
characteristics of the load equipment.

The description of the EMP response of the isolated line without
the load present is facilitated through the use of a Thevenin equivalent
circuit, as illustrated in Fig. 14b. There, the line and the incident
EMP ‘is replaced by an equivalent open circuit voltage source and an
input impedance. These load-independent parameters may then be combined
with a knowledge of the equipment load impedance to compute the actual
response.

Thus, in most of the development of the calculational models for
EMP interaction with long lines, it is desired to reduce the problem to
that of specifying the equivalent circuit. Note also that the dual
Norton equivalent circuit involving a short circuit current source and
an input admittance could be specified, as shown in Fig. l4c.

It is important that the representation of the behavior of the
EMP-excited line through the use of an equivalent circuit is possible in
both the time and frequency domain. The frequency domain representation
is a bit simpler, with the input impedance and open circuit voltage
being complex-valued functions of frequency. In the time domain, both
of these quantities are real-valued functions of time with the time
domain input "impedance" really being the time dependent voltage across
the Tline when it is driven by an impulsive vb]tage source (a delta
function) across its terminals.

In developing EMP coupling models for transmission 1line-like
conductors, the use of a frequency domain analysis is usually the most
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straight forward. As an example, consider the case of a semi-infinite,
single wire line located above a conducting ground.

3.2.1.1 Transmission-Line Frequency Domain Analysis - Single
Line Above Ground

The transmission-line (TEM propagation mode only) calculation
method used for this analysis assumes that the surge (characteristic)
impedance of conductors above earth remains constant at the value
defined by the series impedance and shunt reactance. This implies the
surge impedance of the conductor does not change from early time (time
before which the presence of ground through reflection is fully
established), typically between time zero and (2h sin y)/c and late
time, where the effects of ground are fully accounted for. The response
in early time becomes questionable if the height of the conductor is
greater than the longest wave length of the field (or said in other
words, the round trip time from the conductor to ground exceeds the rise
time of the field by two or more times). However, comparisons of early
time response results obtained by transmission-line method to those
calculations obtained from more rigorous "exact" methods were very
favorable, as discussed in Section 3.2.2.1. The 1late time response
obtained by the transmission line response is accurate, by virtue of the
assumptions made.

The EMP induced response on an above-ground conductor depends on
how the incident electromagnetic field couples to the conductor and on
how the conductor propagates this surge. To illustrate this, consider,
as in Figure 13, a single conductor of radius a and electrical
conductivity Ty located over a conducting earth at a height h. The
earth is assumed to be homogeneous with a conductivity o_ and dielectric

g
constant €=

g EY‘EO'
When an incident electromagnetic field strikes this conductor, it
induces both voltage and current waves which tend to propagate down the
conductor. In reality, the behavior of these currents may be described

accurately through the use of antenna (scattering) theory. Through the
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use of approximate transmission-line (or TEM propagation) analysis, we
can define a set of forward and reverse propagating voltage and current

waves on a conductor of the form:

=V
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~
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eV e (15)
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I]e'YZ + 12e+YZ (16)

where the (+) sign refers to the forward propagating set of waves, and
the (-) refers to those in the negative direction. The term y is the
propagation constant, which generally consists of an imaginary component
describing the wave-like propagation on the line, and a real part which
is positive and describes the attenuation along the conductor. The
amplitudes of the voltage and current waves are related through the
characteristic impedance of the conductor, Z0 as:

(17)

—
w—
|

= V]/Z0

I, = -V2/ZO . (18)

Under the assumptions of TEM mode propagation, the equivalent
circuit shown in Fig. 15 may be used to determine the propagation
constant and the characteristic impedance on the conductor. Once these
quantities are known, the conductor response may be determined.

As discussed .in Ref. 13 the inductance in the -equivalent
per-unit-length model of the conductor in Fig. 15 is given by the
relation:

=

u
L' = i%—cosh'

_ 2h
-= 0.2 2n i uH/m (19)
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and is that which would be expected if both the ground and the conductor
were perfectly conducting. The per-unit-length capacitance of the
conductor is given by:

2TE 2Te -3
c' - 0 . o . 10 P (20)
cosh'1(h/a) ~  2n(2h/a) 18en{2h/a) m

and likewise it is that for the conductor over a perfectly conducting
earth. '

The term Zg represents the effective complex impedance of the earth
in the propagation and is given by:

. (1),
_ g H (3v 42h)

- (21)
9 o i Gy g2n)

where the parameter Yg is the plane wave propagation constant in the
earth and is expressed as:

Yq = ijuo(cg + jueg) (22)
Hé]) and H%l) are the Hankel functions of the first kind and orders 0
and 1 respectively.

The additional per-unit-length impedance term Zi represents the
effect of the internal impedance of the lossy conductor, and is:
¥, 9oliv,2)

Ly = Zrag, I, (3v_a)

(23)

where the term Yo is the wave propagation constant in the wire material
and has the same form as Eq. 22, but with the wire conductivity 9, used
instead of the earth conductivity. Jo and J] are the Bessel functions.
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The final additional term is Yg, which is a per-unit-length suscep-
tance accounting for the admittance effects of the soil currents. This
is estimated in [13] as:

2

v

Y, = 2—1 (24)
g

Once these quantities are defined, it is possible to define total
per-unit-length impedance and admittance values of the conductor as:

7' = jwL' + Zg + Zi (25)
and

I R (26)
. g JuC'

The propagation constant for the TEM voltages and currents on the
conductor is then defined as:

y = vz'y! (27)

and the conductor characteristic impedance is given by:

Determination of Conductor Response

Once the propagation characteristics of the conductor are
determined, it is possible to develop expressions for the field-induced
surges on the conductor.

As a starting point for the analysis, consider the conductor shown
in Fig. 16a. A section of conductor of length L is terminated at z=0
with an impedance ZL‘ At z=¢ a lumped voltage source VS is used to
excite the conductor. Using the transmission-line expressions it is
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Fig. 15. Differential section of 1line over
lossy ground
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possible to write an expression for the open-circuit voltage at the z=L
end of the conductor as:

_'YL

= e Y€ (3
log = T Ys(e) [e® - pe (29)

where the term p is a reflection coefficient defined as:

Z, -1
L 0

p= (30)
ZL + Z0

Similarly, the 1input impedance of the loaded conductor at z=L is given

by:
-2yL
1 + pe
Z, =171 | —B— (31)
in o[ 1 - pe-2yL ]

For the case of an incident electromagnetic field exciting the
conductor, the excitation sources are not isolated, but are distributed
along the conductor as illustrated in Fig. 16b. In this case, the
solution of Eq. (29) for the open-circuit voltage may be regarded as a
Green's function, and used in an dintegral to determine the total
response, as:

. L
-yL _
VOC = -I_e—-z'_ﬂ:_ / V;(g) [ng - pe Yg] d& (32)
- pe o

The distributed sources in this case are given by the tangential
electric field along the conductor, and these are comprised of both the
incident and earth-reflected fields as:

inc
(

ref
z E,7

' - gtot -
Vi(E) = EX°N(E) = E)"C(E) + ELT(E) (33)
Equation 32 is the most general form of the open circuit voltage
induced at the end of a horizontal conductor due to an arbitrary HEMP

plane wave. The determination of the closed form response to a
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vertically or a horizontally polarized HEMP wave necessitates the
knowledge of the values of the incident and ground reflected electric
fields in order to evaluate the intergal in Equation (32).

In Ref. 13 explicit expressions for the vertical and horizontal
fields at a height h above the earth are given for both the vertically
and horizontally polarized incident fields. For the case of a
vertically polarized field incident on the conductor with angles V¥ and
¢, as defined in Fig. 13 electric field components normal and tangential
to the earth at the height h are given by:

'inC(w)

0

-Y,2C0s¥ cos¢ ( -y.2hsiny
e

E (h,2) = E 1+R, e o > cos¥ (34)

Ez(h,z) - Egnc(w) 0=YoZCOsY coso <] “Re Y 2hs1‘n\1’)sin\P cos¢(35)

v

where E;nc

field , Yo = jk = jw/c is the free spaée propagation constant, and Rv is

(w) is the frequency domain spectrum of the transient incident

the plane-wave reflection coefficient for vertical polarization which is

given by:
o B . o 2 1/2
€p 1+ e siny - Er(] jue )— cos ¥
R, = g : g , (36)

v o o 1/2
€r<] + -—g—)sin\P + l:e (1 + —.—9-)- cos2y ]
stg r stg

where €. is the relative dielectric constant of the ground and €g=€r€o'

In Equations (34) and (35) the point z=0 is taken to be the zero
phase point, implying that the incident field strikes this point at t=0
in the time domain. For a good conductor this reflection coefficient
approaches the value of 1 so that the vertical component of the field
near the surface of the earth becomes twice that of the incident field,
and the horizontal éomponent tends to zero.
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In a similar manner, the electric fields due to a horizontally
polarized field may be expressed as:

E (h,2z) = 0 (37)
and

inc ~Y,2C0SY¥ Ccos¢ -y02hsinw '
Ez(h,z) = E, (w) e 1+ R, e > sing (38)

where the horizontal reflection coefficient is:

1/2
. - g \._ 2 ]
o - siny [er(] +_jwe) cos ‘i’r (39)
H siny + [sr (1 *--EL—)- coszw] 172

Jwe

The resulting expressions for the electric field components
tangential to the conductor for the vertically and horizontally
polarized fields may be used in Eq. (32) and the integration performed
analytically to yield expressions for the open circuit voltage at z=L.
Equations (40) and (41) show the result of such integrations for
vertical and horizontal polarizations respectively.

. ~y,2hsin¥}] _
(V)( ) E;nc(w) sin¥ cos¢ [] - Rv e © ] e G
) w) = ' X
oc 1 - pe-ZyL
-(Y-YOCOSTCOS¢)L -(Y+Y0cochos¢)L (40)
e -1 e -1
( (y-yOCOSWCos¢) P < (y+y0cochos¢) )
inc “Yo2hsin¥]
(H) E0 (w) sing [] + RH e ] ey
VOC (w) = ~ X

1 - pe-ayl

-(y-yocochos¢)L -(Y+yocochos¢)L (4]3
-1 <te -1 >
o)

e
< (y-YOCOSWCos¢) /

(y+yocochos¢)
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The effect of conducting vertical elements, such as steel
transmission/distribution 1line towers, 1line drops to substation
~entrance, cables connecting pad mounted transformers to distribution
feeder, etc., on the horizontal conductor response, is to add additional
length to the current path for either polarization, and modify the
response (induced voltage or current) in the case of vertical
polarization. No response will be induced on vertical elements due to
horizontal polarization since the electric field will be orthogonal to
the elements.

The effect of the vertical elements at z=0 and z=L for vertical
polarization, can be represented, to a first approximation, by two
lumped sources at these two points. The values of these end sources are
given by the product of the local vertical electric field times the
height of the elements. These vertical elements are then treated as
passive loads at z=0 and z=L for determing the propagation
characteristics of the system. Hence to include the effect of the
vertical elements on horizontal conductors, Equation (40) becomes:

EinC(

-yL
Ve (w) = =2

-y02hsinW
w) sin¥ cos¢ [] - Rv e ] e

2vyL X

1 - be'
-(y-y,cos¥cosg)L -(y+y,cos¥cose)L
e -1 e -
[ (-7 4C05¥c059) ' P Ty ,cos¥coss) :]

(w)cosy et

(1 +R )h
1 - pe-2 LyL v

inc

Eo

+

-y _Lcosycoss (42)

- Einc(w) cosy e 0 1+R)h
v

0

In this expression, the first bracketed terms account for the
distributed field excitation of the horizontal conductor and the last
two terms represent the vertical field excitation at the loads (vertical
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elements). Equation (41) for horizontal polarization is, of course, not
effected.

The above method is an approximate one since the variation in the
strength of the incident electric field with height is not accounted
for. Vance in [13] develops a more elaborate representation for this
excitation which is more accurate when the height of the 1ine becomes an
appreciable fraction of a wavelength.

Case of Long Conductors (Semi-Infinite)

The above equations are the general forms, as developed from TEM
transmission line theory, for the open circuit voltage of a conductor
excited by HEMP. Under certain circumstances, it 1is desirable to
simplify these equations. For example, in the case of a matched load at
z=0, the reflection coefficient p may be set to zero.

Often, it is desirable to study the effects of field excitation on
an infinite or semi-infinite line. By setting p to zero, letting the
conductor length L go to infinity, and changing the zero phase reference
to the observation point end of the 1line, the following expressions
result for the open circuit voltage on the long (semi-infinite) line:

: . £y02hsinW
(V), v pinc . - Ry €
Voc (w) = E0 (w) sin¥cos¢ *ly-yocochos¢) (43)
and
, —y02hsinw
. R, e
(H) _ ¢inc _; * Ry
Voc (w) = E,  sine (44)

(yayocochos¢7*

The short circuit current at this point may be evaluated as:

I (@) =V (w)/Z (w) (45)

\

where Zo(w) is the characteristic impedance of the conductor.
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The above equations may be solved by use of computer programs
implemented on an IBM PC. The programs use a Fourier transform to
obtain the HEMP excitation field in the frequency domain. The solution,
either short circuit current or open circuit voltage, is obtained in the
frequency domain and then changed back to the time domain through an
inverse Fourier transform.

Through the use of approximations that are valid for many cases, a
closed form solution may be obtained for the time domain open circuit
voltage (or short circuit current) if the incident field is of the form
E(t)=E0e'at [13]. For cases in which the approximations are valid,
solutions can be obtained through the use of tabulated functions and a
calculator.

3.2.1.2 Responses of Above Ground Multiconductor
Transmission and Distribution Lines

The preceding sections discussed the attributes of the HEMP-induced
responses on isolated conductors in free space. The responses of the
multi-conductor, multi-phase power 1lines used in transmission and
distribution system, however, are more complicated than those isolated
conductors in free space. Table 3 illustrates the major factors
influencing the responses of such 1lines and, hence, indicates their
complexity.

Table 3
Factor Affecting the Response of Power Lines

- The span length

- The length of the line insulators

- The presence and number of shield (ground) wires
and their grounding scheme

- The type of towers supporting the line

- The tower-footing resistance (TFR)

The (non-corona) attenuation on the line

- The geometrical layout of the phase and shield
(ground) wires

- The ground resistivity

- The polarization of the EMP

- The angles of incidence and orientation of the ]1ne
The corona attenuation on the line

The line sag

—
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Consider the problem illustrated in Fig. 17. . A multiconductor
transmission line having n individual conductors and a total length L is
located above the earth. At each end of the line, a generalized load
impedance matrix ZL is defined to relate the individual line vo]tages
to the line currentsh™

It is assumed that the 1line 1is 1illuminated by an incident
electromagnetic field as indicated in the figure. Generally, this field
could be a plane wave arising from a high altitude detonation, or it
could be a radiated field from a surface burst, in which case the field
would have a 1/r amplitude fall-off from the burst point and not be
perfectly planar.

It is further assumed that for performing an assessment of the
connected power equipment, it is necessary to estimate the line currents
and voltages at the load of interest, say at the load at z=L. As in the
single line case, it is common to replace the transmission line, its
load impedance at z=0, and the incident EMP field by an equiva]ent‘
Thevenin open circuit which is then connected to the load impedance at
z=L. This is illustrated in Fig. 18. Characterizing the line in this
load-independent manner thus permits the determination of many different
responses, depending on the nature of the Toad on the 1ine.

The details of the analysis of a general multiconductor line are
reviewed in Appendix A and this results in a matrix equation (Egq. A9)
for the individual wire currents at both ends of the multiconductor
line, given in terms of the line, load and excitation parameters. This
equation may be used to determine the Thevenin equivalent circuit at the
z=L end on the line.

First, a useful approximation in the analysis of many practical
multiconductor 1line configurations is to assume that all of the TEM
modes on the 1line propagate at the same velocity. For a set of
closely-bundled conductors having dielectric coatings, this
approximation is not accurate, but for widely separated conductors, the
resulting errors are not significant. Moreover, it has been shown in
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Ref. [15] that the use of single velocity modes does not lead to large
errors in the terminal response of practical lines. Thus, it is a
practical approximation for increasing the ease of calculations.

As a result of this single velocity approximation, the propagation
matrix term e(Yn,m)Q in Eq. (A9) in the appendix becomes equal to the
unit matrix multiplied by a simple scalar propagation term as:

(v, )% Y
n,m’” _ Tc
e e (én’m) (46)
where Ye is a scalar propagation constant given by:
= w/v (47)

Ty

Here w 1is the angular frequency and v is the velocity of
propagation on the line.

As a result of this assumption of single velocity propagation on
the line, it is possible to choose any linearly independent set of modal
distributions for the current modes on the line. One possible choice of
the modal current distribution is for a unit current to exist on one
wire with zero current on the remainder of the conductors. Of course,
the ground (reference conductor) has a negative unit return current.
This choice of modal currents results in the matrix (Tn,m) in Appendix A
being simply a diagonal matrix, thereby simplifying the resulting
expressions considerably.

In order to determine the Thevenin equivalent circuit for the line
in Fig. 17, it is necessary to open-circuit the line at z=L and compute
the voltage at the various terminals. From Eq. (A10), it is noted that
in the open-circuit case, the reflection coefficient at z=L is the unit
matrix. This may be used .in Eq. (A9) along with the characteristic
impedance matrix of the line to determine the opén circuit voltage at
z=L. In this case, the effective source terms are those determined by
the distributed field sources given in Egs. (A13) and (A14).
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Similarly, Eq. (A9) along with the lumped source excitation terms
of Eqs. (A11), and (A12) can be used to obtain an expression for the
Thevenin impedance at the point z=L.

Under the above assumptions and after much algebraic manipulation,
the Thevenin voltage source for the multiconductor line may be shown to
be expressed as:

Y.L -yl !
(Voc ) <e (5, * e <an>> ((vn) ‘2, ) (In)>(48)
n nm

-~

where the excitation terms (Vn) and (In) may be expressed using the
distributed voltage and current sources as:

/ <eY°Z (8,) + e ¢ (rnm)> <vr'](5)(z) dz> (49)
. Y2 Vet | (s)
(In) =/(; e (Gnm) -e (an) Ir‘l (z) dz (50)

The individual terms (V'(S)(z)) and (I'(S)(z)) are the n-vector
distributed source terms defined in Eqs. (A15) and (A16).

and

In Eq. (48), the matrix (Zc ) is the nxn characteristic impedance
matrix of the line which is N>M given by Eq. (A7) in the most gen-
eral case. For the single velocity case being discussed here, this

reduces to:
Z = v (L (51)
< cn,m> . ( n,m)

where (Ln m) is the per-unit-length inductance matrix of the line, and v
is the propagation velocity.
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Similarly, the expression for the Thevenin impedance is given by:

-1
Y.L Y.L Y.L -y L
<Zinn,m> ) <chm> <e c (6nm) e (an)> <e c (6nm) - c(ézr;m)>

In each of these expressions, the reflection coefficient term is
that due to the load at z=0 and is given by:

(Tym) = ((Z”n,m) + (ch,m)> ! <(Z”n,m) - (ch’m)> (53)

The expressions in Eqs. (48) and (52) above may be reduced in
complexity in the case of an open, short, and matched load at z=L. In
these cases, the reflection coefficient matrix becomes the negative unit
matrix, the wunit matrix and the null matrix respectively, thereby
simplifying the expression for the Thevenin response.

In order to understand the excitation of the multiconductor 1ine by
an incident field, it is convenient to assume that the wave reflections
at the z=0 end of the line are zero. This, in effect, permits the
understanding of the induced 1line response due to the initial
interaction of the exciting field without having subsequent reflections
from the end of the 1line adding to the complexity of the waveform.

WithA(Fn m)=0 in Eq. (48) the following expressions result for the
Thevenin equivalent circuit:

L
-y L Y.2z
(Ve ) = @ Ye f e © ((Vr'l(s)(z)) oz ) (1;1(5)(z))> dz (54

0
and

(z,, )=(z, ) (55)
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The open circuit voltages on each conductor in the line in the
above expressions differ in form somewhat from that for a single wire
conductor developed in Section 3.2.1.1. In the present formulation, a
contribution to the transmission line source terms contains both the
electric and magnetic fields. Furthermore, in the present formulation
the electric field of interest is that componenf perpendicular to the
conductors and the magnetic field is that component which links the
conductor and the reference ground plane. In the case in
Section 3.2.1.1, the only excitation was that due to the tangential
component of the electric field on the conductors, as well as on the
terminating conductors.

That these two alternate representations for the line response are
identical can be shown by using the curl(E) Maxwell equation to express
the magnetic field in the distributed voltage term in terms on the
electric field. Then, upon combining the voltage and current source
contributions into a single term, it may be noted that only the
tangential components of the electric field are present in the sources.

In this manner, the expression for the Thevenin voltage at the end
of the matched multiconductor line can be written in an alternate form
as:

L
=« L -y L
e ' / e’ [Etan (z)] dz+e © (E, (0) * h)

S (6, (L) " k) (56)

(v
oc,

where the first term represents the effect of the electric field along

the length of the conductor, and the second two terms account for the

excitation of the loading terminations by the incident field. Note that

in this notation (Etan ) represents the total incident plus ground-re-

flected tangential " electric field on each of the n conductors and

(E] ) represents the total incident electric field normal to the n
1" conductors and terminating on the ground plane.
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As discussed in Reference [13], the electric field exciting the
line in Eq. (56) consists of contributions from the direct (incident)
wave, as well as from the electric field reflected from the ground, as
illustrated in Fig. 19. Reference [13] shows that these may be written
as:

Ean = Eoe-jkz cos¥ (1 - R, o-Jkzh sinw) siny (57)

and

= E e-jkz cosy ( -jk2h siny

1 + Rv e ) cosy (58)
where E0 is the incident field strength, and V¥ is the angle of
incidence. In these relations, the incident field is assumed to be

vertically polarized.

The term Rv is the plane wave reflection coefficient for vertically
polarized fields and is given by Eq. (36).

In looking at these relations, it may be noted that for conductor
heights which are small compared with a wavelength, the excitation of
each conductor varies linearly with the height above ground. Thus, if
the excitation term is known on one conductor, the corresponding
excitation can be estimated for another in the same Tine.

For example, consider the typical transmission line cross sections
for a 69 kV line as shown in Fig. 20. For the single circuit 1ine shown
in Fig. 20a, each phase conductor is at the same height over the earth,
so that each receive the same amount of excitation from the incident
field. (This neglects any phase differences in the excitation field
across the cross section of the line.) Based on an estimation of the
various heights of the phase conductors in Fig. 20b where a double
cfrcuit line is shown, it may be estimated that there will be a
variation of approximately 30% of the voltage source on the top
conductor over that for the bottom conductor. This difference may or
may not be important in the final outcome of the analysis, and depends
on how the calculated results are to be used. If there are similar

uncertainties in the modeling of components and their susceptibilities,
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Fig. 20. Steel tower construction for transmission
lines at voltages of 69 kV and above.
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or if there are Tlarger uncertainties in the EMP environments exciting
the line, it may not be necessary to take the multiconductor 1ine
behavior into account. In this case, an approximate single line may
suffice.

3.2.1.2.1 Equivalent Single-Conductor Response

In the cases where the inaccuracies in using a single line model
for a muiticonductor line response are low enough to permit the use of a
single 1ine model to estimate individual phase conductor currents or
voltages, it is necessary to determine the appropriate single line
parameters for mbde]ing the Tline. These parameters include the
characteristic impedance and wave velocity on the single 1line
equivalent, the field coupling parameters, and the effective 1load
impedances. A knowledge of these parameters then permits the
representation of the excited 1ine as a single Thevenin equivalent
circuit as shown in Fig. 21.

This problem has been addressed by several investigators [16,17]
and their results will be summarized here. The determination of the
propagation velocity for the equivalent single conductor 1line is
obtained by looking at all of the multi-mode propagation velocities on
the multiconductor and choosing the fastest velocity. The fastest mode
is always the bulk (or common) mode on the line, and thus corresponds
most closely to the quantity being calculated in the single 1ine model.

In addition to this, the single line characteristic impedance can
be defined as:

-1

N
o = | 2z, )7 (59)
1,§=1 1J
where (Zc)ij-] represents the ijth element of the inverse of the

impedance matrix (i.e., the characteristic admittance matrix of the
line).
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For determining the appropriate load impedance at the end of a
single conductor 1line, Eq. (59) may also be used, but with the 7load
impedance (ZL) used in place of the characteristic impedance matrix.

For the field coupling parameters, it is necessary to determine an
average height of the conductors above the ground and use this to find
the excitation terms in the single line equivalent of Eq. (56). This is
the same as defining an average of all excitation voltage sources on the
multiconductor line and using this for the single line excitation.

Doing this leads to the definition of the single-line voltage and
currents as:

h
V. = %— 2oy, (60)

and

h
1= g, (61)

where n is the number of conductors in the line, and Vi and Ii are the
wire voltages and currents on the multiconductor line.

Once a single 1line analysis has been conducted, and the 1load
voltages and currents have been determined, it still remains to estimate
the individual phase conductor responses from the bulk response. This
may be accomplished by assuming that the loads are balanced on the line
and that the phase voltages are identical. This then permits the
estimation of the phase conductor response as:

Vi = Vg | ©(62)
and
I.=1/n (63)



60

Obviously, there are many different errors introduced in using a
single line analysis for a multiconductor line. Unfortunately, it is
very difficult to quantify the degree of error in a general sense. As a
result, there have been several numerical studies performed to assess
the accuracy of this modeling, but they are unable to permit any general
statements regarding the accuracy.

In a general power system, a preliminary screening of the load and
1ine configurations must be carried out and an assessment of the desired
calculational accuracy made prior to deciding whether a single or
multiconductor analysis is required.

3.2.1.3 Network Modeling in Frequency Domain

The EMP coupling models discussed to this point have all been
related to a single length of line, containing one or more individual
conductors. In actual practice in a power system, the topology of the
electrical conductors connected to a particular piece of equipment may
not be this simple. There may be branching of electrical conductors, as
well as significant changes of line impedance, such that a transmission
1ine network model is more suitable for the analysis of the Thevenin
equivalent circuit at the observation end of the line. While such
analysis is possible [1], the resulting complications can be severe and
this type of analysis is best avoided if possible.

Consider the electrical transmission network shown in Fig. 22 which
is comprised of a number of individual transmission 1line sections
(either single wire or multi-wire) which are interconnected at each of
the nodes or junctions in the system. It is desired to determine the
open circuit response at the observation point, denoted as 0.

From the experience gained from the analysis of single wire lines,
it is clear that the very early time response of the line at 0 is
dictated by the coupling of the EMP with the 1line conductor in the
vicinity of the observation point. As time progresses, the effects of
the coupling to the line at points further away from the observation
point have time to propagate and influence the response.
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Using the concept of the critical line length permits us to extract
a portion of the network and analyze its EMP response as if it were
isolated from the remainder of the network. Clearly, if the calculated
response is desired for later times, the resulting size of the
sub-network to be analyzed is correspondingly larger. In most cases,
however, the peak EMP-induced response occurs well within the first
microsecond after the incident field strikes the observation point, and
the required sub-network size is small, perhaps consisting of only a
single 1ine less than a kilometer in length.

The critical line length of a single conductor is expressed as:

= c_tmax
L = 1T —<os (¥) cos (9)) (64)

where tmax is the maximum time for which the response of the single
length line is to be identical to that of the line imbedded in the
network. Note that the above equation is developed for a line located
over a highly conducting earth, where the wave velocity on the line is
the same as that in free space.

Assuming that a maximum time of 1 microsecond is acceptable for
estimating the effects of EMP on a component in the power system, the
above equation becomes:

300

Le = (1T - cos (¥) cos (¢))

(65)

Table 4 presents this critical line length for several values of
the angles of incidence ¥ and ¢. Thus, depending on the angles, a
complete EMP network coupling analysis may not be necessary in assessing
a particular piece of equipment.

There may be, however, times when a network analysis is needed.
For example, in studying the effects of intermediate time HEMP, it will
be necessary to consider times on the order of milliseconds, and the
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able 4

Critical Line Lengths (in Km) for a 1 us Clear Time

¥ (Degrees)

90 80 70 60 50 40 30 20 10
0.30

0.30] 0.31

0.30] 0.32] 0.34 ‘%&\

0.30] 0.33] 0.36 0.40 &

0.30| 0.34] 0.38{ 0.44] 0.51

0.30] 0.35| 0.41]0.49] 0.59] 0.73

0.30] 0.35] 0.43 ] 0.53] 0.68] 0.89]1.20

0.30| 0.36{ 0.44 ] 0.57] 0.76] 1.07 | 1.61] 2.56

0.30] 0.36] 0.45]0.59/ 0.82] 1.22| 2.04] 4.02] 9.95
0.30] 0.36] 0.46]0.60] 0.84] 1.28]2.24} 4.977] 19.75
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corresponding critical 1line 1lengths become Tlarge. Similarly, in
estimating the response of distribution systems, a network model may be
required, since the network size may be comparable to the critical line
length.

In cases like these, there are several different approaches which
may be used. The first is a simple network reduction technique which
permits the reduction of a simply connected (i.e., no closed loops)
network into its  Thevenin equiva]ent' through a series of
transformations.

Consider the simple network shown in Fig. 23 which consists of five
1ines located above the ground. At the ends of three of the lines there
are terminating impedances, and the Thevenin equivalent circuit is
desired at the terminal 0. Through the use of the transmission line
transformation indicated in Fig{ 24, it is possible to sequentially
collapse each line at the extremities of the network into 1uhped
impedance and voltage sources in parallel, and then combine their
contributions. This process is continued until the network is
completely reduced to a single Thevenin equivalent circuit, as is
illustrated in Fig. 25.

Note that in collapsing a line as indicated in Fig. 24, the
incident field on the line, as well as the presence of a previously
excited 1ine, contribute to the line's response. The contribution to
the open circuit voltage by the incident field is directly given by
Equations (40) and (41) for the two different polarizations, and the
part of the open circuit voltage due to lumped source at the far end of
the line in Fig. 25 is given by:

Voc - -26L (66)

where p is the reflection coefficient for the 1ine previously defined in
Eq. (30). Similarly, the expression for the input impedance for the
Tine segment is given by Eq. (31).



65

GROUND

Fig. 23. Tree-like transmission line network.

g !nc -
Z[ { . A Zin A
-0
+ | +
——e — - ‘-
A A

Fig. 24. Fundamental circuit for network reduction.
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Fig. 25. Series of transformations of network to
a Thevenin equivalent.
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There are some cases where the transmission line network contains
loops, as illustrated in Fig. 26. In this instance, the simple node
reduction method previously described is not applicable for the
determination of the equivalent circuit at the observation point. A
more general analysis approach is required.

The analysis of general transmission line networks has been
discussed recently in several different References'[]8,19] and involves
an analysis procedure that is similar to that used in the solution of
large circuit problems, also invo]ving loops: 1instead of simplifying
the circuit, a set of node (or possibly loop) equations are written, and
the entire circuit is analyzed at once. This formalism wi]] not be
re-derived here, but the salient aspects of the analytical approach will
be summarized.

For the transmission line network, however, the individual elements
linking the nodes in the network are long compared with a wavelength,
thereby complicating the analysis. From the physical description of the
transmission line network, it is possible to develop a topological
representation of the same, as shown in Fig. 26b. Each branch of the
network represents a particular length of transmission line, either
single or multiwire, and each are assumed to be excited by an incident
EMP.

The previous discussions of EMP coupling to single and multiwire
lines permit the determination of the amplitudes of positive and
negative traveling waves on each of the lines in the network. How each
of these traveling waves interact with each other at the junctions in
the network is a function of the connections of the conductors at the
junctions, as well as the details of the load impedances at these
points. This knowledge is incorporated in one large matrix equation,
known as the BLT equation [18], which may be solved for the 1line
traveling waves. These may then be combined to yield the line voltages
and currents at all of the junctions in the network.
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Fig. 26. Pictorial representation (a) and topological
representation (b) of a transmission line network with
loops.
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As this analysis is performed in the frequency domain, any
transient results are obtained by performing such an analysis at many
different frequencies, and then using a Fourier transform.

This calculational approach has been incorporated in a general
computer code for treating multiconductor transmission line
networks [20], and is available for use in power system assessments, if
necessary. However, it is presently thought that the need for such an
analytical tool will be infrequent, due to the fact that the largest EMP
response at a specific component occurs within the first microsecond and
the critical 1line length concept allows a reduction of the size of the
network to be analyzed.

3.2.1.4 Underground Conductors

This section covers the analysis of the response of buried
conductors to HEMP. This analysis can be applied directly applied to
pipe type cables, insulated cables, bare cables, conduits, and metalic
water pipes. This section discusses the case of both electrically long
and short buried conductors.

The analysis described here is based basically on the analysis by
Vance in References [13 and 21].

Long Buried Conductors

Consider the problem shown in Figure 27. An infinitely 1long,
highly conducting conductor of radius a and covered with an insulating
Jjacket of radius b is located a distance d below the surface of the
earth. The earth is assumed to be a homogenious half-space having a
conductivity Gg and a dielectric constant eg' An incident HEMP impinges
on the earth with angles of incidence ¥ and ¢, and has either vertical
or horizontal polarization as defined in Section 3.2.1.1. It is desired
to determine the timé-dependent current induced on the 1ine conductor.

As discussed in Section 3.2.1.1, the analysis of this problem can
be carried out through the development of a transmission line model
having the differential section shown in Figure 28. Once the various
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Fig. 27. Geometry of HEMP excited buried cable [21].



71

Fig. 28. Differential section of buried conductor
excited by HEMP.
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impedance and admittance elements are defined, and the excitation
voltage source related to the incident EMP electric field, the
conventional transmission line relations developed in Section 3.2.1.1
may be used to determine the conductor current. In this particular
case, the conductor is taken to be infinite, so the effects of current
reflections at the ends of the line are not taken into account.

In Fig. 28, the total per-unit-length impedance for the
transmission line model is given by:

' (w) = Zg(w) + Zi(w) + juwlL' (67)

where the first term Zg represents the effective impedance of the
ground-return path of the current. Ideally, the transmission line
current flowing on the buried conductor at one end must flow out of the
end, into the near-by soil, and propagate back to the opposite end of
the conductor to complete the circuit. This term accounts for the
. impedance of this current path and is given in Ref. 13 as:

. (1) ;.
-Jy, H (3v.b)
Z (w) = 9 9 g (68)

where H§1) and H$1) represent the cylindrical Hankel functions and y_, is

g
the propagation constant in the lossy earth given by:
- 3 T
Yq Vquo(og Jueg) (69)
which for low frequencies may be approximated as:
- Yo U+ J)
Yg = (1 +7) Vofu o, = —5~ (70)

g 0°g $

where § is the skin depth defined as:

s = 1/ anuoog (71)
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Figure 29 from Ref. 21 shows plots of skin depth vs. frequency for
several different ground conductivities. In these relations, f is the
frequency given by f = w/2m.

For the cases when the depth of burial of the conductor is
significantly less than the skin depth, the earth impedance contribution
to the transmission line model can be approximated as:

) Jui, Z 8] _ .

where Ty is Euler's constant given by 1.781...

The second term in the per-unit-length impedance in Eq. 67 pertains
to the internal impedance of the conductor itself which is given
approximately as: '

Zi(w) = (1 + j)/2nmacs (a>>8) (73)

In developing this last relation, it is assumed that the conductor
is a highly conducting cylinder.

The last term in the line impedance is due to the impedance of the
dielectric jacket of the cable having a thickness b-a. This 1is given
as:

. Jun,
JuwL' = 7 1n(b/a) (74)

The overall per-unit-length admittance of the conductor is seen to
be a series combination of two individual admittance elements, jwC' and
Yg. The first is due to the capacitive effect of the dielectric sheath
which is expressed as:

jwC' = jw 2ﬂei/1n(b/a) | (75)
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where € is the dielectric constant of the cable jacket. The second
term pertains to the shunt susceptance of the soil, and according to

Vance [13], is given approximately as:
Y (w) = YZ/Z (w) (76)
g g9

The resulting total per-unit-length admittance of the line is thus
the series combination of these two admittances and is given as:

JuwC' Yg(w)

Y'(U)) = jwcr +‘Yg(w) (77)

Note that for a bare conductor or for a conductor with a very thin
jacket, the Jjacket capacitance approaches a large value and the
per-unit-length admittance of the line reduces to just that of the
surrounding earth. With the 1line qimpedance in Eq. (67), and the
admittance in Eq. (77), the propagation constant for induced currents on
the buried bare conductor may be calculated as:

Y(w) = VZT@) V) = vy = 5 (78)

and the characteristic impedance is given as:

‘ Jou

Z(w) = VT@N (@) =2 1 &8 (79)
These latter quantities pérmit the description of the'behavior of

the EMP-induced conductor current using the simple transmission 1line

expressions. ‘

The final quantity needed to complete the description of the
per-unit-length model of the buried conductor is the distributed
exciting voltage sources. As for the above ground conductors, these
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distributed sources are equal to the tangential electric field on the
conductor., Because the conductor is buried in the earth, it is expected
that this excitation field will be considerably reduced in magnitude,
due to the reflection of much of the incident field from the ground
surface.

Vance, in Ref. 13 has developed two approximate expressions for the
frequency-domain tangential electric field at a depth d for both
vertical and horizontal polarization. These are given as:

Jwe .
E,= 2E (w) cosoy —2= e'(]+3>d/6

z 2 (vertical) (80)

and
JWE, o-(143)d/8

E, =2 Eo(w) siny cos¢
g

z (horizontal) (81)

where Eo(w) is the spectrum of the incident HEMP wave.

The description of the buried conductor response through the
quantities in Eq. (79), (80), and (81), are sufficient to permit the
application of the transmission line formalism of Section 3.2.1.1 to
develop a solution for the frequency domain line current.

Instead of doing this, however, Vance [21] has illustrated how it
is possible to obtain a relatively simple expression for the time-domain
cable current without resorting to a numerical evaluation of the current
spectrum and performing a Fourier transform. First, it is necessary to
simplify the form of the incident waveform somewhat. Instead of using a
double exponential, a single exponential waveform in the form of:

N -t/1
E,(t) = A e (82)
is suitable with A =50 KV/m, and 7 =0.25 x 107, in order to
represent the HEMP field. Note that this does not represent the early -
time part of the field accurately, but the effects of the lossy earth



77

serve to markedly broaden the transmitted fields into the earth, so that
the actual field is not at all strongly dependent on the details of the
very early time part of the incident waveform. For a double exponential
input waveform, one can obtain the response by supposition of the
results of the two single exponential responses.

Using concepts similar to those developed for the transmission 1ine
analysis for above ground conductors, the frequency-dependent current on
the infinite 1ine at a depth d can be expressed as:

E,(d,w) 20(y,9) V3T, o~ (143)/8
I(d,w) = Z (w) ¥{w) = s o E, (w) (83)

jw E 'Iog ——B-I,o

where the term T represents a time constant for the earth and is given
by:

T = eo/og (84)

The term D(y ,¢) in Eq. (83) is the directivity function which
accounts for the polarization of the incident field and is given by:

D(y,9) = cos¢ | (vertical polarization) (85)

D(V,9) = siny sing (horizontal polarization) (86)

In attempting to develop an analytic solution for the time-domain
response for the current, it is necessary to make an additional
simplification in Eq. (83) in order to perform the transform from the
frequency-domain into the time-domain. As illustrated in Fig. 30, the
Tog term in the denominator of Eq. (83) is a weak function of frequency.
As discussed by Vance, the. choice of a constant value of about 10
appears to be a reasonable one, and in doing this, the inverse Fourier
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transform may then be taken analytically. This permits the final
expression for the transient current in the buried cable to be written

as:
. 6l/Te T -t/ v -P/E2 EZ
i(d,t) = 2x10 — A, D(y.¢) e e e dg (87)
0
where the parameter p is a constant and is given by
d 2
p = [El /T, (88)

The evaluation of Eq. (87) is rather straightforward. The only
potential problem is that the evaluation of the dintegral must be done
carefully so as to not cause unwanted errors in the response.
Additionally, for large times, the positive exponential term must be
treated carefully, since there is a possibility of this resulting in
numerical overflows. As a quick reference, Fig. 31 from Ref. [21],
shows the variation of the normalized current as a function of time and
the incident field.

Figure 32 from Ref. [21] shows the variation of the peak induced
current with respect to incidence angles for both vertical and
horizontal polarization. For an arbitrary polarization, the techniques
of superposition can be applied to determine the response of cable.

Special Case: Buried Conductors In Non-Metalic Conduits

A special case of the under-ground conductor are those enclosed in
non-metalic conduits or mechanical shields. The shield in this case
does not offer any shielding to the inner conductor, but serves only to
alter the capacitance between the soil and the conductor. In addition
to this, the insulation in the shield (either air or any other form of
insulator) tends to make the response of such a conductor different than
the bare conductor in direct contact with the soil. These effects lead
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to less attenuation of the induced current at low frequencies (since the
coupling to the inner conductor is through the capacitance between it
and the soil). At high frequencies, the admittance per-unit-length is
dominated by the admittance of the soil. The two types of conductors
will have approximately the same response.

Short Buried Conductors [21].

If the conductor is short electrically (few tens of meters in poor
to average soils) with respect to a skin depth in soil for the
frequencies of dinterest, it can be analyzed as an electrically short
dipole in a finitely conducting medium. The current at the center of
such a conductor of ]ength/z is then given as:

E_oY
1= 54—  (89)

where EZ is the field strength in the soil.

Y is the admittance of a center-fed dipole of length 7 and radius a
For o>>we we can write:

TOoR

7 Tog /2 (90)

-
R
[ep]

where o is the conductivity of the earth

Then:
'noE 22
I = z ‘ (91)
~ 4 Tog 2/a

Using Eq. (80) and (81), Vance gives the following relationships
for the current in terms of a single exponential incident field of the
form of Eq. (82):

2
TaA ¢
) .
e T e (i smeshe ()

T
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TTOAO.Q,Z /:]rw— :
| -E—-IW 'I.'e :]'w_+_1_ cos ¢ (93)
T

Equations 92 and 93 are for horizontal and vertical polarization
respectively.

The waveform of the current at the center of the conductor is hence
given by: ‘

AT 2 |
1'(t)=10 7]_T -e't/T 712?{ ! du](t>re) | (94)

mT
where
ﬂoAORZ
1, = 7 Tog i/a "Tet D(v,9) (95)
To = eo/o (96)
D(y,9) = sin ¢ sin y (horizontal polarization)
= cos ¢ (vertical polarization)
T = Time constant of incident exponential field pulse.

Equation (94) is only valid for t>re and gives the maximum current
along the conductor [21].

3.2.1.5 Coupling to the Inner Conductors of Shielded Cables

Shielded cables are used for many applications in today's power
systems. Some of these applications are found in energy delivery,
communications, and control sub-systems. This subsection of the report
describes the coupling of HEMP to the inner conductor of such cables,
and, hence, this completes the coupling aspects to' all kinds of
conductors. | '

This subsection starts with the description of a transmission line
model for the shielded cable, followed by a discussion on the transfer
impedance and admittance of shield, followed by the responses of short
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and arbitrary-length cables. A discussion on multi-shields and
ferrormagnetic saturation concludes this subsection.

Transmission-Line Model

There are basically two types of shielded cables. The first kind
is the type with a braided-wire shield, and the second is the type with
continuous solid (with no cavities and no apertures) sheath. In both
cases, however, the transmission-line model can be used to analyze the
effects of an incident HEMP plane wave. In the case of the first type
(shield with apertures), the transmission-line model will contain both
distributed series voltage and shunt current sources, as in Fig. 33. In
the case of the second type‘of shielded cables (with continuous shields)
only the series voltage sources are present in the model.

Formulation of the Response

The differential element, dz, of the cable of Fig. 33 contains a
distributed voltage source of the form: ‘

Vé(z) =I; 1 (z) (97)

where, Io(z) is the current in the shield, per Fig. 33a. Z; is the
transfer impedance of the shield.

The distributed current source is of the form:

Jé(z) = -Yq Vo(z). (98)

where, Vo(z) is the external voltage of the shield, per Fig. 33a. YT is
the transfer admittance of the shield.

The inner conductor voltage V and current I are defined by the
following two differential equations:

dv '
S+l = Vi(z) (99)
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dl = 1t
&+ w o= 3i2) (100)

where, Z and Y are the series and shunt admittance per unit Tlength,
respectively. Vé(z) and Jé(z) are as defined in Equations (97) and (98)
respectively.

In the case of a solid shield, Jz(z) is negligible compared to
Vé(z).

The Transfer Impedance, ZT

The transfer impedance of the shield depends on the characteristics
of the shield and is the given by:

1y
=1 @ | 1= (101)

Where, I0 is the current in the shield.

%g-is the voltage per unit length along the cable.

ZT gives the open circuit voltage developed between the internal
conductor and the shield for one ampere of shield current in a cable one
meter long. In other words, ZT’ is the ratio of the voltage induced
across the ends of a one meter cable divided by the current induced on
the outside shield by the incident HEMP.

Properties of ZT

For both types of shields, ZT always contains a diffusion component
which defines the longitudinal electric field inside the shield to the
current on the finitely-conducting shield. For shields with apertures,
there is also a mutual inductance term to account for the coupling to
the inner conductor.
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For solid shields, Schelkunoff [22] defines ZT as follows:

_o 1 (1+3)T/ 68
ZT ~ Zmaoal s1n%(l+3§i76 (102)

whereby a is the outer radius of the shield.
T is the thickness of the shield.
§ is skin depth in the shield given by:

§= 1 (103)

vnfuo
(u and o are the permeability and conductivity of the shield.)

Equation (102) assumes the following:

- a is small compared to the smallest wavelength of the incident
field.

- 0 is high (conduction current >> displacement current)

For low frequencies, T/S§ << 1 and ZT is real and is given by:
. = =R (104)

where R0 is the dc resistance of the shield per unit length.

For high frequencies, T/&>> 1 and ZT is given by:

-T/6 '
_2V2e
|27 = Zma 60 (105)
with a phase angle, 8. = - L+ T
> vz § 4
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Figure 34 shows the variation of normalized ZT as a function of
T/6. This figure indicates that as T/8§ increases, | ZT[ decreases
implying that the higher the frequency the less coupling to the inner
conductor of shielded cables.

An alternative expression for ZT is given by Vance [13] as:

R0 /ijS
ZT = —_— (106)
sinh /jwrs
where Tg is the shield diffusion time constant given by:
T. = c:T2 (107)
s )

The Transfer Admittance, YT

The transfer admittance of the shield is dependent on both the
characteristics of the shield and the surroundings of the cable. It is
given by:

9
S B lv=0 (108)

where V0 is as defined in Figure 33.
and:

dI is the current into the internal conductor from the
dz surrounding of the cable.

YT gives the short-circuit current induced in the inner conductor
of a one meter long cable when it is shorted to the shield at one end,
and one volt is applied at the other end between the inner conductor and
and the shield.
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Properties of YT

For solid shields, YT is negligible. For braided wire shields, or
those with apertures, YT contains a mutual capacitance term that
accounts for the capacitance coupling between the inner conductor and
the surroundings of the cable which serves as a return path for the
shield current. .

Response of Shielded Cables of Arbitrary Length

The response of cables that are not much shorter than the shortest
wavelength of dinterest in the idincident field 1is obtained by the
transmission line method. Hence, Fig. 33 can be used here as a building
block. The response of this transmission 1ine problem can be most
easily obtained by the method of superposition. Thus the total response
of the cable is the sum of the response due to the distributed voltage
and current sources along the cable, each considered separately. This
is described below.

Response Due to Distributed Voltage Sources [13]

The solution of the transmission line equations for the inner
conductor voltage and current can be written in the following form:

I,(2) = [K;+P(z)]e™? + [K,+Q(z)1e"® (109)

V,(2) =z, [K+P(2)1e™? - [K,+Q(z)]e"” (110)
whereby
Y = YIY s the propagation factor for the transmission line
(formed of the inner conductor and the shield)

Z = VZ/Y is the characteristic (surge) impedance line:

o
P(z) = s— [Z & VE (v) d 1M
~ z 27 /;] e' "E, (v) dv (111)
1 Z, =YV
= 2 E_(v) d 12
Q(z) ?To/z eVE,(v) dv (112)
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Ez(z) = Io(z) Ly, where Io(z) is the current flowing on the shield
induced by HEMP and ZT is the transfer impedance of the shield.

The constants K] and K2 are determined from the terminating
impedances Z] at z = z;, and I, at z = z, (where zy<z< 22) and are:

‘YZZ YZZ
Yz, pP(zp)e = - Qlz)e
K] = p]e Y(ZZ-Z]) 'Y(Zz'z'l) (113)
Y2 4
vz, PQ(zy)e T - P(z;y)e
K, = p,e y(z,-2,) -y(z,-z (114)
2= P &Y e

where o and p, are the reflection coefficients given by:

S 15)
1 %o 2 “o '

Response Due to Distributed Current Sources [13]

Similarly, the internal current and voltage, when the distributed
current source J(z,w) = -YTVO(z,w) is ‘acting alone, and Ez(z,w) = 0,
are: '

1,(2) = ]7; [[K)*Pe(2)1e% - [Kyo#Q,(2)Ie™*]  (116)

Vi(2) = [Kg#Pe(2)]e™* + [Ky 4 (2)]e"® (m7)

where

i
Po(2) = 23 /Z: J(v)e'" dv (118)



z Z2
Qy(2) = 7~ /Z J(v)e dv (119)
Y22 Yz,

YZ] Qe(z])e +02P3(22)e

Ki, = pi@ ¥{z,-z,) -¥(2,-2,) (120)
le 1 2 1 2
e ‘p]pze

..'Yz Pe(zz)e +D-| Qe(z'l )e ( )
K,. = p,e y(z,-24) Y(z,-24) 121
2e 2 e 2“1 -pp,e 2 1

Total Response of The Cable °

The currents and voltages of Equations (109), (110), (116), and
(117) are added together to get the total response of the cable:

Itota1 = Iyt (118)

and

VTota] =V (119)

Responses for Short Cables

For a cable with a length 2, where & is much shorter than the
shortest wavelength of interest, in the incident field that is
terminated in impedances Z] and 22’ the induced response at the two ends
is given by [13]:

z
1 2
I, I Z+ 8 54— + VY. Q8 =5— (120)
1 o T Z]+Z2 oT Z]+Z2
Vy=-1 7 (121)
I=IZ!L—]—-VY5L—£]—— (122)
2 o T Z]+Z2 oT ZZ+Zl
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vV, = 1,2 (123)

2 272

Internal Responses of Short Cables with Solid Shields

For a short cable, the induced voltage, V(w), across the inner
conductor for an exponentially decaying shield current (Io=Ime't/T) can
be found given the transfer impedance, ZT' From the previous section
one can write V(w) as follows:

R, Viwt I

V(w) =2, I g = -2 s N ) (124)
T m sinh /JwTS jw+'%

In deriving Equation (124), it is assumed that the inner conductor
and the shield are shorted together at one end, and open-circuited at
the other. If the inner conductor and the shield are open circuited at
both ends, half of the voltage given by Equation (124) will appear at
either end between the two. In this case, however, these two voltages
will be of opposite polarity.

The time domain inner conductor voltage waveform is given by
Vance [21] as:

ImRo L

T 2 o -z S
V(t) = = H_S]J/_“_[Fs_] n=1 [L‘M TS]]E i3

2t

for <<t (125)

o

I R

2. Ts
e - o [L]L[T_S]vz 5 L2017 g1
2 TS /TT_ t n=1

for ™>>T, (126)
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The normalized waveforms of V(t), for different ratios of 1_,
are illustrated in Figure 35. Table 5 presents the peak magni- Ts
tude and rise time (t]0_90) of v(t) when the inner conductor is open

circuited at both ends [21]. Typical values of Tg and Ro for common

shielding material are shown in Figures 5.7 and 5.8 of Reference [13].

Table 5
SHIELDING MATERIAL RESPONSE

Condition Peak Open Circuit Voltage Rise Time
IR &
‘m’o
T>>Tg — .236TS
IR %
T m 0
T<T 5.9 = — 7 .038‘tS
IR %
= m'o
=T A7 — .151S

Response of The Inner Conductor of A Buried Cable

The results of Section 3.2.1.4 of this report can be used in
conjunction with the results presented in this section to calculate
voltage between the inner conductor and shield of buried cables. The
exciting HEMP waveform is considered to be a single exponential. The
results apply to cable lengths which are short compared to the shortest
wavelength penetrating the shield, but long compared to the skin depth,
8§, in the soil. It is also assumed the inner conductor is open
circuited at both ends (with respect to the shield) and the shield
current is uniform. For the case of solid shields, Vance [21] gives the
following expression for the voltage:

V(w) = I—°;9£—\/:—5- 1 (127)
(jw+l/t) sinh /jwrs
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where: 6
I, =100t Ej D(y,d)
and
T, = uol? (128)
The time domain waveform is hence: (129)
v(t) = K e't/T / S [e(TS/T)'y Z n e Y dy
= 2
0 n=1 y3/
I RZ% T
_ oo S
where K = —— V7 (130)

The variation of v(t) with respect to different I§_is shown in

Figure 36. T

3.2.1.3 Time Domain Analysis

The analysis described in the previous sections does not take into
account the presence of non-linear effects such as corona and
flashovers. This section presents a time domain method of accounting
for non-linearities.

Single Wire Above Ground

Consider the idealized problem geometry shown in Fig. 37a.. An
above-ground transmission line of length L is located at a height h over
a lossy ground. At the z=0 end of the line, there is a load impedance
from the line to the ground, and, at this point, there is a supporting
tower. The other towers supporting the line are assumed to occur at
distances dt’ and are normally not connected electrically to the tower.
However, when the line to tower voltage exceeds a critical flashover
value, it is assumed that there is a conducting arc formed to the tower,
and part of the EMP-induced energy is shunted to ground.
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a) Simplified physical model

— i(t)

b) Electrical model

Fig. 37. Transmission or distribution line
with towers.
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As in the previous sections, the open circuit voltage at the z=L
end of the line is taken as a measure of the electrical behavior of the
line. However, unlike the previous cases, this quantity (along with the
corresponding input impedance), does not serve to uniquely determine the
excitation for an arbitrary load on the line at this point, due to the
fact that the Tine-involves non-linearities. Hence, in the case of
tower flashover, both the line and the actual load must be analyzed
together. However, 1in this section, the same open circuit voltage
response as determined in the previous section is computed so as to
permit a comparison of results, and, hopefully, allow us to make some
general statements regarding the importance of non-linearities on the
system behavior.

For the 1line in Fig. 36a, a simple electrical model can be
developed as shown in Fig. 36b. The line is assumed to be described by
per-unit length inductance, resistance, capacitance, and conductance
denoted by L', R', C', and G'. The effects of the towers are in the
form of a time dependent impedance which is a virtual open circuit for
line to tower voltages less than the tower flashover value, and a Tow
impedance value, say on the order of the tower footing resistance, when
the line voltage exceeds the critical voltage. Other, more detailed
models for the tower flashover can be postulated, but it is sufficient
in the present example to consider only the simple model.

The time dependent voltage and current along the line are solutions
to:

g;-v(z,t) + R'(z,t) i(z,t) + %{'[L'(Z,t) i(z,t)] = ve(z,t) (131)
and | ‘

B i(z,t) + 6'(2,t) v(zt) + S [C'(2,1)] = iL(z,t) (132)

Note that generally the line per-unit-length parameters, L', R',
C', and G' may be functions of both position along the line, the time
variable, as well as some other parameter, such as the local voltage or
current on the 1line. Thus, developing a solution technique for
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Equations (131) and (132) will permit the analysis of a large class of
non-1inear and time-dependent transmission line problems.

The direct time domain solution of Equations (131) and (132) have
been treated by a number of investigators. For the special case when
the per-unit-length coefficients of the line are constants, the method
of characteristics [23] may be used to rapidly determine the voltage and
current. However, when the 1line parameters vary in a non-linear
fashion, such an approach is difficult to use. An alternate method is
to simply develop a finite-difference representation for the two
equations and "step" the solution along in time.

Using a first order differencing scheme, Equations (131) and (132)
can be approximated as:

R'(zots) Lzt N |l (ziat ) R(zgots )
i(zi’ti)=< T T 1) < - 121_1>"(Zi’*‘1-1)

t.)

J_ 4

v(z - v(zj,

AX

6'(z:st:)  C'(z.,t )} C'(zg0t5) 620t )\
v(zj,tj)=< i+ ig)( Ll 2J]>v(zj,tj_1)

Hzgapoty) - T(zpt5) 0 35(2i08) * 15(244008)

AX 2

%) Vs(zj>

ti) +vg(zi4st5)
2

+ (i33)

+

(134)

where Az represents the spacing between the individual observation
points along the line, and At is the spacing between time points. The
space-time diagram shown in Fig. 38 illustrates the relation between the
current and voltage on the Tline. The equation for the currents
(Eq. 133) at points z; and t; are staggered both in time and space with
respect to that for the voltage (Eq. (134)) which is written at points
zj and tj'
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Note that each equation has a source or excitation term. The
current Eq. (133) has a distributed voltage source term and Eq. (134)
has distributed current terms. In treating the excitation of a line by
an incident EMP, one possible way to account for the coupling islto have
a distributed voltage source on the line whose value is equal to the
total incident tangential electric field (incident plus
ground-reflected) on the line, as well as the lumped voltage sources at
the conducting vertical elements of the line. Thus, in Eq. (134), the
current source term is zero for the present problem.

The overall solution for the 1line voltage and current is obtained
by stepping along in time, first solving Eq. (133) at a time ti for all
z; by representing the equation as a sparse matrix equation and
inverting it directly. Then, this solution is advanced by a time At/2
to tj where the voltage equation is solved in a similar manner. For
each equation, the values of the function (voltage or current) are
related to the other quantity (current or voltage) through the boundary

impedance conditions at both ends of the line.

This time marching process is repeated iteratively until the
solution is completed. It is tempting to make the time steps At large,
so that the overall solution is not time consuming and the late time
behavior of the 1line response can be evaluated rapidly. It is well
known, however, that for a convergent, stable solution of these
equations, the time steps are constrained to be such that At < Az/v,
where v is the propagation velocity. This Courant condition effectively
dictates the rate at which the transmission line solution develops in
time; and, if a late time solution is desired, a considerable amount of
computation time might be required.

Time Domain Multiwire Analysis

As in the case of a single wire line, it is possible to carry out
an EMP coupling analysis of a multiconductor line directly in the time
domain. Using a lumped parameter approach, a multiconductor Tline as
illustrated in Fig. 39a can be represented through a complex
interconnection of interwire capacitances, conductor inductances and
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a) Multiconductor line over ground
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b) Per-unit-length lumped circuit model of
four-wire multiconductor line. (Shunt
conductances neglected)

Fig. 39. Multiconductor Tine (a) and LPN equivalent
circuit (b).
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resistances, and distributed voltage sourtes representing the excitation
of the line by the incident field.  This is shown in Fig. 39b.

The transient behavior of this 1line can be evaluated by using a
time marching approach similar to that used for the single wire line.
Such calculations have been pefformed in the past, and the results agree
well with those obtained by the frequency domain analysis methods.
However, some difficulties arise in attempting to obtain a solution for
late times, since the iterative "time marching" procedure can be very
time consuming in terms of computer resources, and can become unstable.

It should be pointed out that this calculational method is similar
to that used in the EMTP code which enjoys widespread use in the power
community for computing the behavior of transients on power systems.
This code, however, does not presently have the capability of treating
distributed excitation sources along the lengths of transmission fines,
a prerequisite for carrying out an EMP coupling analysis.

Thus, the use of EMIP in its present state is not recommended for
EMP coupling studies. Either existing frequency domain coupling codes
must be used or a time domain analysis procedure involving distributed
sources similar to that previously described must be developed.
However, the EMTP code may be useful in permitting an understanding of
the propagation of EMP-induced transients on realistic line
configurations as illustrated in Section 3.2.2.3.

Time Domain Network Analysis

As it is possible to envision carrying out a transient analysis of
a single transmission 1ine, it is also possible to think of analyzing an
entire network in the time domain. Unfortunately, such an analysis on a
network of reasonable size and complexity is difficult, due to the large
number of unknowns required for the solution.

Consider a complex transmission line network consisting of a number
of interconnected branches, each being modeled by a 1lumped parameter
network as shown in Fig. 39. For a very 1large network, computer
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resources could be severely taxed. Instead of performing a lumped
parameter analysis on the lines, a time-dependent travelling wave
analysis could be envisioned as described by Agrawal [24] in order to
reduce the number of unknowns in representing the response of a single
line segment in the network. However, as discussed in that reference,
multiple reflections at all nodes in the network must be tracked in
time, and the number of such reflected waves in the network grows
exponentially as time progresses, rapidly exceeding the capability of
existing computers.

In summary, it is clear that many problems exist with the analysis
of transmission 1line networks, both in the time and the frequency
domain. The frequency domain analysis models which have been discussed
have the potential for treating the largest size of a distributed
network, but cannot handle nonlinear behavior of components in the
network. Time domain methods are costly to run, but can treat the
nonlinearities.

In assessing an actual power system, it is desirable to avoid the
complications introduced by considering EMP coupling to networks. This
is achieved by using the critical line length concept to reduce to the
size of the network required for analysis to (hopefully) a single line
or to at least a simple, smaller network.

3.2.2 Examples of Transmission Line Solutions for Power

System Applications

In this subsection several examples of numerical solutions to the
equations developed 1in the previous subsections are presented for
selected transmission 1ine geometries and HEMP electromagnetic fields.

The results of the numerical solutions for many other single line
above ground geometries and HEMP excitations are contained in
Appendices B, C, and D and are summarized in this subsection.

The first example presented shows a comparison of solutions
obtained with the transmission 1line approach and with antenna
(scattering) theory.
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3.2.2.1 Validation of Transmission Line Approach

References 13 and 21 present a comparison between the responses of
a long conductor due to a step function of incident field as calculated
by 1) Vance and Scharfman using the transmission-line method [25] and,
2) more exact method used by Flammer and Singhaus [26]. Figure 40a
compares the results of the two methods for vertical polarization,
azimuthal angle of incidence, ¢ = 0 and elevation angle of incidence, y.
Figure 40b compares the results of the two methods for horizontal
polarization,

Figure 41 shows a comparison of the early time results obtained
with the transmission 1ine method and the more exact antenna theory used
by Lee [10]. The two figures show that, for early time, the
transmission 1ine approach 1is remarkably accurate for nongrazing
incident elevation angles. For small incident elevation angles and
highly lossy ground the two results do not compare as well.

The transmission-line approach seems to give good results at early
* time where the concept of the transmission 1line surge or characteristic
impedance does not strictly apply for the following reasons according to
Scharfman and Vance [25]:

1. The field strength of the wave scattered from the wire
and reflected back to the wire by the ground is small so
that the current it induces in the wire is small compared
to that induced by the incident field.

2. In the frequency spectrum of a pulsed incident electric
field with a rise time of about b5ns, the scattering
impedance (i.e., the ratio of the tangential component of
the incident electric field to the current induced in the
wire) 1is nearly equal to twice the characteristic
impedance, Z, of the wire above ground. Hence, the
induced. current is almost the same whether viewed in
early times as a transmission line (low frequency model)
or as a scattering cylinder in space. For faster rise
times of the incident field, the transmission 1line
approach would lead to lower responses due to the fact
that the scattering impedance is less than 2Z.
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It can be concluded from the above that the transmission line approach
is sufficiently accurate for engineering purposes to calculate the
response of conductors to HEMP. The accuracy of the response for late
time is much better than that for early time HEMP.

3.2.2.2 Response of A Single Line Above Ground to Vertically
Polarized Fields

The effects of variations in parameters such as line orientation,
angle of idincidence, soil resistivity, waveshape of the applied HEMP
electromagnetic field, and line length for a single horizontal Tline
above ground are shown in Section B.2 of Appendix B. A vertically
polarized wave was used in these examples since this polarization
generally produces a larger response (voltage or current) [5].

Section B.3 shows how HEMP fields can be separated into their
horizontal and vertically polarized components, the response calculated
for the two components separately, and the total response determined by
combining the responses for the two components. This approach works if
the system is linear.

Section B.4 gives the response of transmission lines at eight
. different geographic points for a HEMP burst at a specific location.
The actual HEMP fields that would be produced at these points per
currently available information is used in calculating the responses at
these points. The response at one of the points is calculated for an
assumed intermediate time HEMP waveform,

In Section B.5 a time domain solution is shown that takes into
account the effects of transmission tower flashovers.

3.2.2.3 Response of Multiple Lines Above Ground to

Vertically Polarized Fields

Numerical solutions for selected multiconductor geometries and HEMP
excitations are presented in Appendix C.
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Frequency domain solutions are presented in Section C.2. These
solutions show the effect of shield wires and line terminations on the
response of multiconductor 1lines.

Scattering theory solutions for multiconductor transmission lines
are presented in Section C.3. These solutions are shown only for the
early time period (t<100ns) because of the difficulty in obtaining
solutions for longer time periods.

In Section C.4 a method for using a time domain multiconductor
solution, which does not include distributed voltage sources to estimate
the effect of shield wires and multiconductor propagation on the HEMP
response of multiconductor transmission lines, is given.

In Section C.5 an approximate method for determining the effect of
shield wires and multiconductor propagation on the HEMP response is
presented.

3.2.2.4 Response of Buried Conductors

Numerical examples for responses of buried conductors are presented
in Appendix D. Responses for various combinations of HEMP waveforms,
burial depths, and soil conductivities are shown.

3.2.2.5 Conclusions and Summary on The Coupling of
HEMP to Conductors

The following can be concluded from the preceding Section 3.2.

Above Ground Non-Shielded Conductor

1) The transmission-line method can be used to predict
accurately the behavior of above ground conductors.
There seems to be some discrepancies between this method
and the more rigorous methods for highly lossy grounds
(.001 mhos/m conductivities and 1lower) and for small
angles of incidence (¥<36°).
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2) Effect of waveshape of the incident electric field:

Lossy Earth

Neglecting corona, the response of conductors are
directly proportional to the magnitude of the
incident electric field.

The tail of the incident electric field is critical
in the determination of the peak and the waveshape
of the response of the conductors. Both the peak
magnitude and tail of the response increase with an
increase in the tail of the incident field.

The front of the incident electric field is only

‘critical in determining the initial rate of rise of

the response of conductors. The peak magnitude of
the response is a weak function of the front of the
incident electric field. Hence, a zero front
(single exponential) waveshape is a good approxi-
mation of the incident electric field.

Perfect Earth

3) Effect
1ines

The effect of a longer tail in the incident field is
only manifested as a longer tail of the response
leaving the peak magnitude of the response
unchanged.

The effect of the front of the incident field is
minimal.

of the height above ground for power transmission

The response of above ground conductors increases
with increasing height.

The 1incremental increase of the response of
conductors with height is more pronounced in the
case of more conductive grounds (.1 mhos/m or
better).

The use of perfect ground (o = =) is a good approxi-
mation for calculating the response of conductor 7 m
or more above lossy grounds of .1 mhos/m or better
conductivities.
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Effect of ground conductivity

) The peak and the time-to-peak of the response of
above ground conductors increases with decreasing
ground conductivity. :

° The ground effect becomes more important than the
height effect as the ground becomes less conducting
(typically for ground conductivities of .01 mhos/m
or less). :

() The effect of ground is more pronounced for vertical
polarization compared to horizontal polarization.

Effect of angles of incidence

) The response of above ground conductors increases
with decreasing elevation and azimuth angles of
incidence.

Effect of polarization of the incident HEMP

) Vertical polarization of the dincident HEMP wave
yields the largest response.

) Assuming linearity, the response to arbitrary
polarization can be obtained by superimposing the
responses of the vertically and horizontally
polarized components.

Effect of length

The time peak and time-to-peak of the response of
conductors remains unchanged from those of the 1long
(semi-infinite) conductor cases if the 1length, L,
satisfies the following relationship:

ct

p
L > 1 -"cos ¥ cos ¢

where ¢ is the speed of light, tp is the time-to-peak for
the long conductor case, and ¥ and ¢ are the angles of
incidence.

Flashovers between conductors and ground (or grounded
structures, as in the case of transmission and distribu-
tion 1line flashovers to towers) act to isolate the
conductor into segments. The results of each of these
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segments is then estimated independently by assuming a
short circuit at the flashover points. The rigorous
determination of the response of the conductor requires
detailed modeling of the arc characteristics and the
jmpedance to ground (e.g., the tower surge impedance).

Underground Non-Shielded Conductors

1) The transmission line analysis method can be applied to
determine the response of such conductors to HEMP.

2) Effect of waveshape:

The loss in the ground tends to broaden the transmitted
fields into it, hence, the actual fields at the buried
conductor are very weakly dependent on the details of the
very early time of the incident field. As in the case of
above ground, the response of underground conductor is a
strong function of the late time characteristics of the
incident field.

3) Effect of ground conductivity:

The induced response 1is nearly proportional to the
inverse square root of the conductivity of the earth.

4) Effect of the burial depths:

The response of underground conductor decreases, as
expected, with increasing burial depths. The effect of
ground conductivity for highly conducting grounds is
however more pronounced than the depth effect (responses
of conductor with buried depths of up to 5 m are nearly
jdentical for o = .001 mhos/m). As the ground becomes-
less conducting, the effect of buried depth dominates.

5) Effect of angles of incidence:

The response of underground conductors increases with
increasing elevation and azimuth angles of incidence for
horizontal polarization. For vertical polarization, the
response increases with decreasing azimuth angle.

Summary

In any actual assessment of power systems, the use of the worst-case
electric field (magnitude and waveform) may lead to over pessimistic
results. The response of a conductor is a strong function of the
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assumed electric field and its characteristic. -Care should be taken in
specifying the electric field environment in order to have realistic
results. Different points in the power system have greatly differing
responses for the same HEMP event. This fact should not be overlooked
in assessments. .

3.3 Antenna Coupling Models

Antennas and antenna-like structures are found throughout the power
system. By virtue of their designed function, "deliberate" antennas are
found in the communications subsystems which serve to transmit voice or
digital data - for the operation of the system. In.- addition,
"inadvertent" antennas exist which interact with the incident EMP in the
same manner as does a deliberate antenna, and hence may be analyzed in
the same manner as an antenna. Examples of such inadvertent antennas
are the short vertical conductors connecting power equipment to a
transmission or distribution line and short horizontal conductors in a
switch‘assembly. In both of these cases, either a tranémission line
model or an antenna model could be used for estimating the EMP response.

‘3.3.1 Description of Antenna Types

There are many different types of . antennas, and some are more
susceptible to EMP excitation than are others. An antenna may be viewed
as a simple matching transformer which transforms the impedance of the
final stage of a transmitter or receiver to the impedance of free space,
so as to maximize the efficiency of energy transmission.

Because electromagnetic radiation is possible over a wide rahge of
frequencies, as illustrated in Table 6, there are many different designs
for antennas. Those antennas designed to operate in the MF and HF
frequency ranges are usually most affected by EMP, since their operating
frequencies occur in a band where the EMP signal has a strong spectral
content. However, in an assessment of a system, all enefgy gathering
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antennas should be examined for possible adverse effects. Examples of
antennas commonly used for the various frequency bands are contained in
- Appendix E.

3.3.2 Analysis of EMP Excitation of Antennas

In attempting to determine the effect of EMP on an antenna and its
related communication gear, an approach similar to that used for
understanding the transmission line response to EMP is used. A simple
Thevenin equivalent circuit as shown in Fig. 42 is developed to
represent the open circuit voltage and the antenna input impedance as
seen at the terminals of the antenna. These electrical quantities are
then used to excite the load circuftny to determine the overall system
response.

Electrically Small Antennas

For monopole type antennas which are electrically small compared to
the wavelengths contained in the EMP signal, it is possible to develop a
relatively simple expression for the EMP excitation [27]. Figure 43
shows the geometry for this antenna, which could represent a typical
blade antenna on a vehicle. As discussed in [1] the open circuit
Thevenin voltage for this class of antennas can be represented through
an equivalent electrical height as: :

Voc(w) = h. E (w) (135)

and the input impedance is expressed as:

Z. (w) 3&6‘ (136)
d

where Ca is the effective capacitance of the antenna, and may be easily
calculated or measured. The effective height h is expressed as:
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Table 6
FREQUENCY BANDS

“Band Frequency Metric Frequency

Number ~ Range Subdivision Nomenclature

4 3- 30 kHz  Myriametric waves VLF  Very-low frequency

5 30- 300 kHz  Kilometric waves LF  Low frequency

6 300- 3,000 kHz  Hectometric waves MF  Medium frequency

7 3,000- 30,000 kHz  Decametric waves HF High frequency

8 30- 300 MHz  Metric waves VHF  Very-high frequency

9 300- 3,000 MHz Decimetric waves UHF  Ultra-high frequency

10 3,000- 30,000 MHz Centimetric waves SHF  Super-high frequency
1 30,000- 300,000 MHz Millimetric waves EHF  Extremely-high frequency

12 300,000-3,000,000 MHz Decimillimetric waves --- -

Antenna
oc _ Terminals

Fig. 42. Thevenin equivalent circuit for
an antenna.
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2,.2
_ Eer _ %0 mabm (1-x0/a )
e = =Tt = ¢, {Tem) KGwI-Em) 137

where m = (1 - b2/a2), and K(m) and E(m) are the complete elliptical
integrals.

—

At times, such simple looking blade antennas can be deceptive, due
to complicated internal impedance matching circuitry. For example,
Fig. 44a shows a real UHF communications antenna with the internal
structure indicated. Figure 44b presents the equivalent electrical
circuit as seen at the antenna terminals. Note that the admittance
element Ya and the current source Iind are directly related to the open
circuit voltage and external impedance through a Thevenin to Norton
transformation. The resulting input impedance and effective height of
this antenna are illustrated in Fig. 45. Note that in the 0 to 100 MHz
frequency range where the EMP spectral content is the greatest, the
equivalent height of this antenna is small, indicating that this small
antenna is not highly excited.

Due to the diversity of this class of antennas, it is difficult to
give one simple equation which is valid for all electrically small
antennas. However, the concept discussed above of developing an input
capacitance and an equivalent height is generally valid for all such
antennas. Details of the analysis, however, need to be worked out on a
case-by-case basis for the individual antennas found in the power
system,

Resonant Antennas

For antennas whose size is on the order of the wavelengths
contained in the EMP portion of the spectrum, a different modeling
approach for the EMP response has been developed. This applies to
antennas having characteristic linear dimensions on the order of 3
meters or so, such as the HF antennas described previously.
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Figure 46 shows two simple models used for estimating the
EMP-induced open circuit voltage for a wide variety of practical
antennas. Using analysis concepts developed from the Singularity
Expansion Method (SEM) [28], [29], simple expressions for the frequency
domain short circuit current and input admittance at a point x on the.
dipole can be written as [30].

(s)
B, M (x)
I (sx) = ; s, (5 SZ) (138)
and
(a)
sB M_(x)
Yin(s:x) = 2; SZ &‘a_ SZf (139)

In these expressions, the following terms are defined:

s = jw = complex frequency
a = %] » +» = summation index
Sy © jwnL/c = natural frequencies

Ma(x) = sin(amx/L) = natural modes

By —71%%—- = normalization constant (independent of a)
Y :

2 = 2In(sh/a) = antenna factor

qx(a) = sin(amx/L)

. L
E sind. cs §—-cose.
rh(s) - 0 12 o 2) [:] - (-1)® R i :]

., 2
Jj(s” cos 6. - s,

The term nés) is referred to as a coupling coefficient for the
coupling problem, and (a) is the corresponding coupling coefficient for
the driven antenna problem, providing the input impedance.
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Once these Norton equivalent circuit elements have been defined,
the Thevenin equivalent voltage may be defined as:

Voc(s) = Isc(s)/Yin(s) (140)
and the input impedance‘as:

Zin(s) = ]/Yin(s) (141)

To illustrate a typical response of an antenna to HEMP, consider
the case of a center-fed dipole antenna of the type shown in Fig. 46a
having a total length of 10 meters, and a radius of 1 cm. This antenna
is assumed to be excited by the Bell Waveform described in Section 2,
with an angle of incidence of 45 degrees. The application of the above
expressions to the calculation of the input admittance and the short
circuit current spectrum provide the results shown in Fig. 47. Note
that the input admittance varies with frequency in a manner similar to
that of a transmission line. The time domain response for the short
circuit current is obtained by taking the inverse Fourier transform of
the data in Fig. 47b, and this is shown in Fig. 48. Note that the peak
current is on the order of 500 amps with a rise time of about 0.03
microseconds. The equivalent Thevenin quantities can be calculated
using Equations (140) and (141) above.

In the case of thg monopole antenna located above a lossy earth,
the excitation field Elgﬁ (x) used to compute the coupling coefficient
consists of the incident field plus a ground-reflected field. This
reflected field can be computed using the plane-wave reflection

coefficients in order to evaluate the antenna response in this case.

Microwave Antennas

The final antenna category to be discussed in relation to the EMP
coupling process is the microwave antenna. A commonly used antenna
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feeding mechanism 1is through the use of a waveguide which transmits
energy from the antenna to the receiver or transmitter. Fortunately,
from an EMP protection standpoint, this type of system is
self-protecting, since the waveguide naturally attenuates all energy at
frequencies below a cutoff frequency given by:

fc = c/2a (142)
where c is the speed of light and a is the largest cross sectional
dimension of the waveguide. For a waveguide having a 2" width, the
corresponding cutoff frequency is around 3 GHz, well above the EMP
spectrum. Since the attenuation of energy below cutoff occurs
exponentially as a function of distance down the guide, EMP excitation
of waveguide-fed antennas seldom pose a problem to the system.

3.4 Aperture Coupling Models

A significant amount of past work has been conducted into the
determination of the penetration of EMP energy into apertures.
Generally, apertures are electrically small compared with the EMP pulse,
implying that low frequency models of the aperture penetration are
applicable. Reference [1] summarizes many of the aperture modeling
techniques which are useful for performing an assessment of a system
illuminated by EMP.

Consider a simple aperture in the skin of a shielded enclosure as
shown in Fig. 49a. The incident field induces surface currents and
charges on the exterior of the system ‘and in the vicinity of an
aperture, these distributions are perturbed from that normally occuring
on the surface. This perturbation of the surface currents and charges
causes magnetic and electric fields to penetrate through the aperture
and enter into the shielded region, as illustrated in Fig. 49b.

As originally described by Bethe and discussed in [31], the
effective penetration of the fields through the aperture can be
described through effective dipole moments located at the aperture
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location, with the aperture short circuited as shown in Fig. 50. These
equivalent electric and magnetic dipoles can in turn be related to the
short circuit current and charge which exists over the aperture on the
outside region when the aperture is filled in and is illuminated by the
EMP.

In this manner, the electric and magnetic fields at point r inside
the shield can be expressed as: ‘

Bd(F.s) = - L v x [B,(s) x VG(F,$)] + su it (s) x G(F,s) (143)
and

RA(F,s) = - s B,(s) x V(F,s) - ¥ x [ (s) x V&(F,s)]  (144)

in the frequency domain where the parameter s 1is the generalized
complex frequency variable, and_G(F}s) = e'Yr/(4ﬂr). These expressions
are:

EdFe) = g7 x [17 Pa(t)TZxTr] S LRy xT, (14s)
r

and

B = g Ly (0T, + 7 x [:ﬂa(t) xT.| (4

in the time domain.

In the above expressions, the symbols P; and ﬁ; represent the equi-
valent electric and magnetic dipole moments respectively, and are given
by the expressions:

P = 20a, .E (147)
and

3

n

]
N
193

a m * 'sc (148)
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where E;C is the normal electric field and H;c is the tangential mag-
netic field over the aperture with the aperture short circuited.

In these last relations, the parameters &e and &m are referred to
functions of only the aperture size and shape. They are not functions
of the incident field. Note. that the polarizibilities are actually
. tensor quantities, but with the proper choice of a coordinate system,
these quantities may be simplified to have only one component for the

E; and two components for Eh.

For apertures having very simple shapes, these polarizibilities may
be calculated analytically. For more complicated shapes, numerical
_procedures must be used in order to determine the values. 'In Ref. [1]
various polarizabilities are presented. - Table 7 presents the
analytically derived polarizabilities for elliptical apertures.
Figures 51 through 54 present  the electrical and magnetic

polarizibilities for more complex aperture shapes.

In addition to simple apertures as discussed above, it is possible
to have apertures in the form of slits around doors or other hatch
closures as shown in Fig. 55. The penetration of EMP fields through
these apertures may also be described in terms of equivalent dipole

moments, and the pertinent aperture polarizibilities are expressed
in [1] as indicated in Table 8. '

At times, the apertures in the hatches and doors of Fig. 55 are
filled with a conducting material in the form of a seal or gasket, for
the express purpose of eliminating the EMP penetration. Mathematical
models for the effect of such gaskets have been developed, and Table 9
summarizes resulting aperture polarizibilities. Note - that these
quantities are now frequency dependent. '




Table 7
APERTURE POLARIZIBILITIES

Shape ®q 22 O XX am,_y_y
Circle 143 14 14
(d = Diameter) 12 6 6
Ellipse* ) T 23 T 23m
2_4— E(m; 24 K{m) - E{m ﬂ'_ (,Q,/W)ZE(m) _ K(m)

Narrow Ellipse i wzz ul 23 i wzz

(W >> ) 28 28 an(4%/w) = 1 27
Narrow STit I Wl - v L

(W >> 1) 16 24 an(@/w) - 1 16

ty
*E11ipse eccentricity e = 1 - (w/z)z, OI——-.X
-2
2

K and E dre the complete elliptic integrals of the first and second kind, m = e

eel
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POLARIZIBILITIES OF HATCH APERTURES
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2 3 3
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POLARIZIBILITIES OF GASKET-SEALED HATCH APERTURES
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Aperture oy (s) % xx(S) %m,yy(s)
Fig. 55a wee _d i L ﬁ . e
16 2Gc + SCc 4 1/Lc + SGc 4y 1/Lc + SGc
Fig. 55b rse d e -k
16 ZGC + ch + 2/sLh 4y /Lc + ch
. 2 4
. d
Fig. 55c TS€ :
16 ?Gc + ch + 3/sLh
2 2
. CSELW 1 1
Fig. 55d G + sC T+ s[xGx “m,xx(o) [+ sEyGy am’yy(O)
2.2
X SEL W 1 1
Fig. 55e T +sC T+ (L )6 am,xx(o) T+ s[yGy am’yy(O)

Notes: (i) . A = gasket thickness; o = gasket conductivity.

(i1) The static polarizabilities 4 xx(0) and o yy(o) in the table entries are those of the
corresponding hatch aperture without gasket found in Table 8.

(iii) Constants: G = 2oA(2+w)/g; C = 2eQ(2+w)/m; Q= 2en[4(2+w)/q]; L um(1+2w/2)/80;

wmw(1+24/w)/80; G, = a%/g; 6! = G /(T+w/32); L, (mues 28w/ 22;
omw/g; G, = moad/2g; L, = ud/[42n(16d/9)-81; L, = umg?/(64h);
2ed[2n(16d/g)-2].
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Fig. 51. Normalized electric (imaged) polarizability
of an elliptical aperture.
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Fig. 52. Normalized electric (imaged) polarizabilities
for four aperture shapes.
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Fig. 53. Normalized magnetic (imaged) polarizabilities for
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Fig. 54. Normalized magnetic (imaged) polarizabilities
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(b)

Fig. 55. Hatch apertures.



138

Often, the determination of the electric and magnetic fields inside
of a shielded region does not provide the ultimate system response used
in a system assessment. These fields usually coupie the EMP energy to
internal conductors, and this is propagated to other points within the
system. In order to estimate the effects of an aperture excitation on a
nearby conductor as shown in Fig. 56a, a simple transmission 1line model
shown in Fig. 56c may be used. Overall, the wire is assumed to be
represented by a transmission Tine model having distributed inductance
and capacitance. The effect of the aperture is to induce an additional
Tumped inductance and capacitance in the line at the aperture location,
as well as a lumped voltage and current source. The relationship of
these to the aperture polarizibilities is given in Ref. [1].

Often, it is found that the correction of the line inductance and
capacitance is insignificant, so that only the lumped excitation sources
need to be considered in estimating the 1line response. Once these
sources are determined, the transmission line coupling methods described
in the above may be utilized to infer the induced line current and
voltage.

Diffusion Interaction Models

The final and usually least important EMP penetration mechanism is
that of field diffusion into a shielded facility or subsystem.
Electromagnetic field diffusion comes about because the electrical
conductivity of the shield surrounding the system is not infinite. At
low frequencies for which the wall thickness is less than the electrical
penetration depth (skin depth), the diffusion mechanism is known to be
an effective means for penetration by the magnetic field, while
penetration by the electrical field is negligibly small. At higher
frequencies where the wall thickness is larger than the skin depth, most
of the incident magnetic field is shielded due to reflections at the
surface, and attenuation Tosses in the wall. Hence, this phenomenon
deals mainly with low frequency (late-time) magnetic fields.
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a) Perspective view
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b) Cross Sectional view

c) Equivalent circuit

Fig. 56. Aperture coupling to nearby conductor.
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An example of this effect is shown in Fig. 57 where a volume is
enclosed by a thin shell of thickness A having constitutive parameters ¢
and u. An incident EMP falls on the body, and some of this pulse is
able to penetrate into the interior.

As in the case of the aperture penetration models, it is possible
to develop some simple expressions for the penetrated fields for the
canonical bodies shown in Fig. 58. Reference [1] defines a transfer
function for the magnetic fields Tm as:

T (s) = H1n(s) - magnetic field inside cavity (149)

m HEX (s) magnetic field incident on the cavity

For an assumed uniform incident magnetic field, the frequency

dependent transfer functions for the shield geometries shown in Fig. 58a
are given as:

_ 1
Tp(p) ~ cosh p + kp sinh p (150)
for the parallel plate geometry of Fig. 58a:
T.(p) = ‘ (151)

cosh p + ;-kp sinh p

for the cylindrical shell having longitudinal excitation as in Fig. 58b:

(%) (p) - — (152)
cosh p + E-(kp + Fb) sinh p
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Fig. 57. Geometry of shield for magnetic field
attenuation.
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(@)

(b) (c)

Fig. 58. Several magnetic field shielding geometries:
a) parallel plates, b) cylinder excited by longitudinal
field, c) cylinder excited by transverse field, d) sphere.
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for the cylinder with transverse excitation as in Fig. 58c, and:

T.(p) = 1 (153)

S cosh p + %—(kp + %b) sinh p

for the spherical shell shown in Fig. 58d. In these expressions, s is
the complex angular frequency and:

u.a

0
o
p= sy
t= qu2

For a non-ferrous shield, such as aluminum, Fig. 59 shows the
frequency dependent transfer function in magnitude and phase for the
canonical bodies. Given a particular body geometry, the K factor in
Equations (151) to (153) may be calculated and used to define £ in
Fig. 59 depending on the body type. As may be noted from the figure,
the Tow frequency attenuation of the field approaches zero.

For electrically thin shields, where the skin depth &<<a, it is
possible to simplify the shield transfer functions:

Tp(s) T TH sulcﬁa | (154)
Tét)(s) - T((:'Q')(S) o sulma/Z (155)
T.(s) = 1 (156)

S T+ suooﬂa/B
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€=k (two parallel plates)
€xK/2 (cylindrical shell)
€=K/3 (spherical shell)

Fig. 59. Magnitude and phase of frequency domain
magnetic field transfer function for a non-magnetic
shield. ((Td = uar?), k = a/A)
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It is important to be able to compute the time history of the
internal magnetic field, given the transient behavior of the dincident
field. One approach is to use purely numerical methods for inferring
the frequency domain spectrum of the internal field. An alternate
approach is to deveTop an approximate expression, based on the
assumption that the incident magnetic field is a delta function in time
as:

H®X(t,x) = H,8(t-x/c) (157)

where H0 is the time integral of the incident magnetic field. That this
is a useful approximation is due to the fact that the diffusion process
tends to blur out the fine details of the incident field since its time
constant is much slower than that of the incident field.

With this approximation to the incident field, the inverse Laplace
transform of the internal H field can be approximated as:

Hin(t) _ 2H, Eﬂ. e-rd/(4t)
/%Etd t

, for t/rdgp.l (158)

for early times, and by:

2
-4 t/'rd

H -E-]t/Td
- - 2e » for t/7,>0.1

2
-t t/T
2e d +

(159)

for late times. Figure 60 presents the normalized internal magnetic
field as a function of normalized time for several different values of
the parameter .
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Fig. 60. Time domain variation of the normalized
penetrated EMP magnetic field within a shielded
enclosure. (Td = uoh?)
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3.5 Conclusions

The calculational models described in this section may all be used
in the process of assessing the behavior of power system components
excited by EMP, as will be outlined in the next section. Clearly, all
of the interaction models involve some degree of simplification, either
with regard to the geometry or to the detail that the physics is
incorporated in the solution. In all cases, more accurate calculational
models are possible, but it is important to keep in mind the concept of
balanced accuracy in the overall problem. What is desired is the
simplest solution for the EMP interaction problem which is consistent
with the accuracy of the incident EMP environment and the degree to
which the EMP susceptibility of components in known.
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4. ASSESSMENT METHODOLOGY

4.1 Introduction

This section summarizes a structured methodology that can be used
to assess the effects of HEMP on a civilian electric power or network.
The methodology assesses the effects from the time of the formation of a
source region by a detonation of a high altitude nuclear weapon to two
seconds after this formation. After two seconds the power system comes
under the influence of the MHD-EMP effects, which are discussed in
another report [32]. The time sequence of events following a
high-altitude weapon burst is shown in Fig. 61. The HEMP environment
has been divided into three relative time periods: early time,
intermediate time, and late time or MHD-EMP periods. This figure places
the HEMP environment of such a burst in time relationship to the power
system reaction to this environment. The assessment for the effects of
MHD-EMP are covered in the above referenced report.

The power system network (or utility network) is that group of

equipment which, taken together, generates, transmits, and delivers
energy to its assigned customer load areas, and the communication and
control necessary for this process. Figure 62 illustrates a
representative utility network [33] and shows two major systems within
the network: a power-delivery system and a communication/control
system. These two systems support the mission of the power network to
control and delivery energy ("power"”) to certain geographically-located
customers through facilities at specific locations determined by terrain
and resources.

In many cases today, different utilities share common generating
facilities. They may also be interconnected at various voltage levels
at a number of contiguous borders of their individual territories. In
some cases, transmission facilities may be functionally shared by a
number of utilities although owned by one. Such a circumstance occurs
when energy is "wheeled" from one utility over to another area through
the facilities of a third utility.
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Fig. 61. Time-sequence of events following a high-altitude

weapon burst [32].
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Likewise, common communication facilities may be operated to
provide communication and common system control between various
close-knit utilities. By this communication the requirement can be met
that each individual network operates in concert with the others to
which it is interconnected; i.e., to operate on the same frequency or in
"synchronism." '

For the purposes of this methodology, this power-delivery or
communication/control system is considered to be made up of a number of
subsystems (Fig. 63). The subsystems are the large groups of equipment
which are considered to be illuminated with the same HEMP field
strength. These subsystems are the generating plants, substations,
power lines between substations, centers for control, etc., and
communication centers and communication 1links that are considered under
the operation and control of a specific utility.

The equipment within a subsystem can be grouped according to the
function they perform. Each functional group of equipment may be

assessed separately in many instances on the basis that within the EMP
illumination time none of the functional groups can interact.
Ultimately, however, their individual viability or proper functioning
can be affected by the functioning of the others, and must be taken into
account. The major functional groups are:

0 Power-delivery group, such as in generation plants and in
substations, made up of generators (in the case of
generation plants), power transformers, circuit breakers,
bus conductors, etc.

) Protection, instrumentation or control groups, such as
overcurrent and overvoltage protective relays on
transformers, capacitor banks, and power 1lines, SCADA
systems, etc.

o Communication group, such as transmitters and receivers,
power line carrier systems, microwave systems, telephone
lines, etc., in control or communication centers.
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A transmission, or power.line is a special-type of subsystem in
that its major functional group is the power-delivery group, made up
simply of conductors. However, the phase conductors also can serve as
a circuit in a communications and protection functional group by their
providing the means of transmitting the signal for power-line carrier.

A functional group is made up of circuits and devices. For the

purpose of this methodology, a circuit is a conductor or system of
conductors through which an electric current is intended to flow [34],
together with its associated shielding and splicing, etc. In this
context, the communication Tink through air may be called the "circuit"
of a communication functional group. A device is an assembly of
components to serve a specific purpose [34], such as, in the
protection-functional group, relays, current and/or potential
transformers, battery supplies, annunciators, switches, operating coils
and mechanisms on breakers, and terminal blocks. The device or circuit
is the smallest entity considered by this methodology.

Figure 64 illustrates the elemental divisions of the utility
network used in this methodology. The states of circuits and devices in
a functional group determine the state of that functional group. The
states of the functional groups within the subsystem determine the state
of the subsystem. The states of the subsystems within the power or
communication/control system determine its state. Figure 65 illustrates
an overview of the stages or levels of assessments that are discussed
later in this section.

One of the reasons for approaching the structure of the methodology in
this manner 1is to provide the vehicle for assessments of major
individual subsystems and/or circuits or devices within the functional
group or functional groups within a subsystem by different, appropriate,
experts. The results of these individual assessments become part of the
performance data base (Section 4.3) of the element being assessed. As a
result of the assessments at lower 1levels, certain questions are
answered for assessments of the states of the next level of the
divisions of the utility network.
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In an initial period of time to be considered following the HEMP
environment (Fig. 61) there can begin to be stress effects in the
circuits and devices in the functional groups, such as potential
flashovers, upsets, etc.

Each functional group can be initially assessed separately from the
others based on the premise that failures and upsets of devices and
circuits take place in a very short period of time within a group.
(Damaged or upset devices or circuits are stored in a data base of the
functional group.) Within the confines of this definition, fault trees
of failures and upsets of devices and circuits, for risk assessment of’
failure, and of upset of the functional group may be developed, with the
objective of identifying the potential for the total functional-group
failing; based on damage or upsets of individual devices or circuits.
If the potential is high for failure of one functional group, then this
conclusion may negate the necessity for further analysis or assessment
of certain other functional groups within the subsystem. This approach
assumes the other functional groups to be "perfect" during the analysis
of the one being examined as to its "imperfectness" up to the point
where interactions between functional groups come into play. (One
failed functional group resulting in an inoperable subsystem may
eliminate the need for further analysis at a higher 1level of
assessment.)

For this point in the assessment, interaction sequence diagrams, or
“"fault trees," may also be utilized to analyze the interplay of failures
or upsets between circuits and devices within the functional group.

At this Tevel each decision-tree provides a means to answer
specific sets of questions; such questions to be answered as: has the
relay-current measuring circuit received the overcurrent signal from the
current transformer? Has a vrelay responded properly? Can the
circuit-breaker receive the signal to trip? Is its operating mechanism
capable of tripping?
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At the next level the approach leads to several additional "fault
tree" thought-processes, embodying the concert of the decision "test"
points of the individual functional groups but now considering a later
period of time. Each of these decision trees provides a means to answer
a specific global question, such as with the scenario of a flashover in
the power-delivery group when, in the course of time-events, is the
protection (relay) functional group now calling for a circuit breaker
trip? Can the circuit breaker, in the power-delivery group, trip and
clear the fault? Are other actions taking place in time that change the
answer to the question being addressed? Is the information available as
to what faulted power Tines can or cannot be tripped by their respective
breakers, or by backup breaker systems?

On a still higher level, can and does an operational control center
know the functional status of a substation? Does this affect the
operation of the power network to deliver energy?

In the normal operation of power systems the need to answer the
above questions may be negated by the failure or upset of one or a few
devices. As a result of the EMP environment, the operational state of
all devices or circuits involved in obtaining an answer must be assessed
in -some manner in a structured procedure, including state decisions in a
time frame. In some cases, these decisions must be based on engineering
judgment. The sequence of events, beginning at- the time of the
interaction of the functional groups, becomes the "initial conditions,"
and state changes that are utilized in the time simulation of the power
system response; that is, in the load flow, short circuit and transient
stability studies. The processes to be simulated in these studies are
subject to the status of these functional groups and subsystems. For
example, part of the code in the transient stability program at a
certain point in time may simulate a relay-trip operation, calling for a
circuit breaker open%ng. If the relay protection functional group, or
the circuit breaker as part of the power-delivery functional group, can
not perform the required function (opening the breaker), then the
simulation in the transient stability program must reflect this
condition or "state."



158

The concept of levels of action within the power system and the
reduction of analysis to functional groups within each subsystem allows
tests and assessments to- proceed in time to the different status. For
example, such- a concept allows for the HEMP assessment of multiple-
bursts of weapons at various states of the power system existing at the
time following a previous burst. Following the initial weapon
detonation the changes in states of functional groups are assessed over
a period of time up to that at which interactions are taking place
between subsystems in the power system to produce state changes in the
power system as an entity. These states or changes in state then become
the "initial conditions" for the overlaying of the effects of the
succeeding definitions. That is, the states are, in a sense, "frozen"
in time while the effects of the succeeding detonations are assessed.

It is to be noted that certain states may be finalized prior to the
succeeding detonation, whereas other states may be in the process of
changing when the succeeding detonations occurs. For example, circuit
breakers may be opening (or closing) and system voltages and currents
maybe changing in magnitudes and angles as determined by stability
studies.

An overview of the first stage of the methodology, the assessment
of the states of a given subsystem, is shown in Fig. 65. The top three
blocks define the HEMP environment (fields) to the local HEMP in which
the subsystem and its functional groups lie. This local environment,
utilizing models and codes for coupling to individual circuits and
devices, is used to determine the stress (voltage, current, or energy)
produced in these circuits and devices within the functional group by
the HEMP 1local wave. The stress on a particular circuit or device is
compared through its stress/strength models to the strength of the
device (or circuit). Available data bases of such strengths are used to
perform an assessment of failure or upset of this device. Where stress
models or data bases of strengths are not available, calculations and
engineering evaluations are made, or experiments performed, to supply
this information. Similar assessments are performed for other devices
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and circuits making up the functional group. Through interaction-
sequence, fault-tree, or connection diagrams of such failures within the
functional group, an assessment is made to determine their effects on
changes of states of the functional group. At this time, the effects of
possible interactions between functional groups must also be included in
the assessment of individual functional groups. For example, stresses
produced in the power-delivery functional group of a substation by
connected transmission 1lines may be transferred by instrument
transformers into the protection functional group of the substation.

At the next stage of the analysis, the assessed change in states of
the functional groups of a subsystem are utilized to provide an
assessment of the change in state of the subsystem. The change of
states of all subsystems are then assessed individually as to the
effects on the initial change of state within the complete power system
network (Fig. 66). Because of a given utility power-delivery and
communication interconnections between the power system networks of
individual utilities it may be necessary at this initial time, to
include an additional level of assessment which takes into account the
interactions, at certain 1levels in the hierarchy of assessments
described above, of changes in state of the individual power network. A
prime example of this may be the loss of a communication functional
group in an entity that communicates operation control intelligence to a
communication functional group in another utility. It may be necessary
to mirror the loss of the one functional group in a change-oféstate
indicator in the supporting data base of the other functional group.

‘Another property of the power system that is different from other
systems that have been assessed, and which must be considered in its
assessment, is its property to attempt to maintain dynamic equilibrium.
That is, the initial synchronism of rotating machines within the power
system, to each other and to the loads, is such that energy generated
within the systems are totally dispersed among system losses and loads
such that essential constant speed of rotating machines and consistent
system frequency is established and maintained. Disturbances in the
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system, such as faults and sudden loss of loads, upset this eqdilibrium.
Faults and loss of loads result in shifts in the flows of real power as
well as reactive power throughout the power networks. These changes for
real power lead to attempts to regain equilibrium by some machines being
accelerated while others may decelerate. Shifts in reactive power lead
to changes in voltage levels within the network, and control circuits
attempting to reestablish voltage levels will begin to respond.

As the rotating machines change speed, frequency changes take place
in different parts of the system. As fast as the protective relay
systems and circuit breakers can respond, the faults are isolated from
the system, and other changes in real power and VAR flow and other
acceleration or deceleration occur.

Other considerations that may become important are drastic changes
in voltages in certain parts of the network due to loss of load or to
other circuit-breaker operations. Overvoltages of significant magnitude
may occur some cycles after those circuit-breaker operations; leading to
further failures of circuits and devices in the power network. The
subsequent power system reaction to these step changes in the states of
the subsystems can be determined by performing system transient
stability analyses. There are certain available proprietary codes that
perform system stability analysis also taking into account changes that
are occurring with time as a result of faults in protection and control
functional groups, and of the operation of circuit breakers. These
codes also have the facility of simulating a large number .of faults,
either simultaneously applied or spaced in time, and the resulting
machine accelerations with accompanying operations, spaced in time, of
particular relay schemes and circuit breakers.

Other codes may be used to do analysis of subsequent changes in
state of individual devices within functional groups, such as fuses in
the power-delivery functional group, due to, say, transient faults.
Alternatively, other analyses can 1look individually at a condition
leading to an overvoltage condition, providing data for an assessment of
subsequent circuit or device failures.
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It is anticipated that intervention of the engineer at various
stages of the assessment levels may be required, especially at an early
point in the refinement of the methodology and because of the present
scarcity of information for fhe data bases.

For example, it will probably be more efficient to stop the program
within initial network analysis codes in the stability program (or
elsewhere) after solving for currents due to multiple faults.
Engineering evaluations can be made as to what relay schemes, that are
still operable following illumination, will call for a trip current in
the circuit breaker operating coils. This judgment of what is still
operable is influenced by the result of querying the data bases giving
the status for the appropriate functional groups.

With the relay and circuit-breaker operations defined, the
stability program is restarted with these operations appropriately
simulated in time in the system data file for the stability program.
Results of the stability program are monitored in time, for further
possible changes in states of protection, or power-delivery, functional
groups and, in turn, status of subsystems. These changes are again
reflected into the appropriate data bases.

At this stage, depending on the available code, the assessment may
become an iterative process, with continuous monitoring by the engineer.
Or the stability code may be run out continuously in time with the
program automatically performing pre-defined circuit breaker operations
as pre-defined relay schemes call for these operations.

Within the two-second period before the MHD-EMP assessment
methodology becomes of consideration, it may be necessary to determine
the states of the system at given times and restart the process where
automatic actions may be taking place toward system recovery. For
example, if certain parts of the power network have separated, or
interconnections between various utilities have opened, each individual
part or utility may require study and additional stability assessment on
an individual basis.
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The general approach of this methodology, then, is to choose a size
of weapon detonation at a given place in space and at a given time,
(Fig. 65) recognizing that the impact of the source region buildup
following the detonation will . vary across the confines of the power
system being assessed.

The power network is divided into physical blocks, located
geographically of such size that can be analyzed separately in
determining the stress effects of HEMP illumination (Fig. 64).

From the detonation location and time the EMP environment is
defined at spatial locations throughout the power system with the
appropriate environmental characteristics of the early- and
intermediate-time periods. Then, utilizing the coupling characteristics
of circuit and devices within functional groups within a subsystem of
the power system network at a specific place and time, the voltage,
current or energy stresses are determined within the functional groups.
Here the assumption is made that the entire power system (i.e., all its
subsystems, and functional groups, circuits and devices within the
subsystem) are "swept" or are affected by the HEMP, in magnitude and
instants of time varying with location tc the source region. However,
interaction between subsystems, and where appropriate at Tlower
assessment levels, are neglected in the first phase of the assessment;
since illumination time is short compared to the inherent time constants
of the power network. That is, in early-time quasi-decoupling between
subsystems at different 1locations under the initial illumination is
assumed.

The stresses (electrical or thermal) are then compared with the
strengths of the selected circuits and devices under consideration to
establish a probability of failure, i.e., damage, flashover, or upset,
of a certain circuit or device within a functional group.

Following this point in the assessment, interaction sequence
diagrams or fault trees may be utilized to analyze the interplay of
failures or upsets between circuits and devices within the functional
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group. At this level and time, interactions between different func-
tional groups within the subsystem may require consideration.

At the next 1level, the probability of performance of each
functional group within the subsystem is used to assess the changes in
operational state of the subsystem. In a later time, interactions take
place between subsystems, affecting the performance of the power system
and finally between interconnected power networks, if appropriate.

The power network reactions, in time to the changes in states, are
determined by performing transient stability analyses incorporating the
assessed changes in state of its subsystems (Fig. 66). From these
studies any subsequent changes in the power network are further
incorporated into additional transient stability analyses.

The analysis can give insight into the transient stability limits
of the system, that is, the restrictions on levels of load that certain
circuits can carry following the above disturbances, leading to other
considerations in the assessment.

The results of this assessment are: what parts of the power system
(functional groups and subsystems) will remain in operation, what loads
can be supplied, and what changes in state are still taking place in the
power system at the end of the period preceding the MHD-EMP period.

The increased complexity of the early-time HEMP environment, and
the unknowns associated with this and the intermediate time environment
emphasize that the methodology and assessment .must recognize that there
will be, at least initially, inadequacies in the analysis. Data for
many levels of this assessment are difficult to obtain and other
available data are of questionable quality. Validity of the assessment
process is influenced more by the quality of the data than the process
itself.

Results based on the 1limited data augmented with additional
small-scale experimentations must be viewed with some caution. As more
data becomes available and further analyses are done, with validation,
more confidence will be gained in the data and techniques used in the
assessment procedures.
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4.2 Methodology Structure

By definition, methodology is a system of principles, praétices and
procedures applied to a set of knowledge to achieve a specified
objective. The process is structured; it can be considered as a series
of interrelated tasks. Each task may take the form of: (1) information
gathering, the establishment of required data bases, (2) information
transformation, the modeling and simulation of systems by analytical
techniques, or (3) assessment, the comparison of two or more data bases
or models in an attempt to quantify cause and effect relationships. The
HEMP assessment methodology has been developed within the context of
this definitijon.

For the purpose of this report, the complete set of tasks which
constitute the methodology process has been partitioned under several
major groups which address specific aspects of the power system network.
These major groups are defined as:

° Definition of HEMP event (Section 4.2.1).

° Delineation of electric power network's power-delivery
and communications systems to be assessed (Section
4,2.2).

° Description of subsystems, and devices and circuits of
functional groups within subsystems (Section 4.2.3)

° HEMP coupling codes and response models for circuits and
devicgs of functional groups within subsystems (Section
4.3.4).

o Interaction of circuits and devices within functional
group (Section 4.2.5).

() Stress/strength assessment of damage or upsets of
circuits and devices within ~ the  functional
group (Section 4.2.6).

() Effect of failures upon functioning state of the
functional group (Section 4.2.7). ‘

() Interaction between functional groups as they affect the
status of the subsystem (Section 4.2.8).
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° Effect of status of the subsystem upon the states of the
power network system (Section 4.2.9).

0 Response states of the power network over time
(Section 4.2.10).

4,.2.1 Definitions of the HEMP Event

The methodology must of necessity begin with a definition of the
event and of the electric power system of interest. As described in
Section 2, HEMP Environmental Description, the nuclear high-altitude
burst environment is specified as follows:

° Location 1in space of the event (burst origin and
altitude), which establishes Tlocation of the source
region.

° Temporal and spatial characteristics of the total HEMP
environment produced by the event.

° Temporal and spatial definition of the local environment
field "sweeping" the elemental area under consideration
of the power system.

4.2.2 The Power Network

The power network as defined in this methodology by:

) A physical description connected with grid-coordinate
locations defining systems configuration. This
definition includes geographical locations of subsystems,
such as substations and communication facilities, as
"nodes" of transmission 1lines and of radio/microwave
communication links. It also includes information giving
the direction or orientation of the transmission lines.

) Subsystems, circuits and devices at a particular
location under injtial illumination and the functional
relationships between them.

° Initial subsystem operating conditions at the particular
location and of the overall power system before the
event,
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These characteristics of the power network systems may take the
form of data bases or coded descriptions. The area of the systems must,
therefore, be defined in terms of spatial coordinates to the event based
on certain 1limiting criteria. These criteria might be spatial
invariance of the EMP field over the confines of the area, or a size as
determined on the basis of the concept of critical line length (Section
3.2.1.3). Because of the large geographical dispersion of the systems,
the definition of the elemental area may take the form of longitudinal
and latitudinal grid lines such as in Fig. 67. This figure, however,
may show grid lines of too large a definition to be useful to the
limiting criterion; therefore, smaller incremental areas meeting the
limiting criteria may be used.

The methodology then defines what devices and circuits, functional
groups of devices and circuits, and subsystems are within the elemental
area with regard to a smaller grid system. Through this grid system,
information can be provided about orientation and connections between
these elements, etc.

4.2.2.1 Data Base: Power Network

In this task, a data base is established for the systems of the
network exposed to the electric field. The data base must include the
following information:

° "State" of the electric power-delivery system in terms of
60-Hz electric dynamic parameters, including implied
"states" of subsystems and functional groups.

° "State" of the communication/control system.

° Spatial Tlocation of the major subsystems including
interconnection data.

° Functional groups of circuits and devices within each
subsystem.
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©4,2.2.2 Model: Spatial Coordinate or Map System of
Reference for Power Network Power-Delivery System

In this task, a frame of reference is selected to place in
position the major subsystems of the power network power-delivery
system under assessment, and the spatial relationship of the source
region to each of the subsystems. This can, simply, take the form
of map coordinates similar to Fig. 67.

4.2.2.3 Model: Spatial Coordinate or Map System of
Reference for Power Network Communication System

This task is very similar to 4.2.2.2 but is described by
subsystems with network communication functions.

4.2.3. Subsystems and Functional Groups

Data bases, keyed to the coordinate system, are then used to
define the subsystems, circuits, and devices 1lying in each
elemental grid area. Data bases then 1ink the type of circuits and
devices, etc., in the elemental area to their respective coupling
codes and to other characteristics. Section 4.3 describes the
hierarchy of data bases to support the methodology.

Major subsystems within a power network can include [33]:

° Generation plants, or separate generator subsystems
within a plant

° Generation substations

° Transmission/subtransmission substations

° Transmission/subtransmission power lines

° Distribution substations

° Primary and secondary distribution systems

° Operation centers, administrative offices, field offices,
etc.

] Communication facilities.

Figure 62 has illustrated a representative utility system.
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Generation consists of the generating facilities of the power
system. In addition to the power generation and main transformer(s),
this subsystem includes the associated protection, control, instrumen-
tation, and auxiliary equipment of the respective facility.

Substations include the transmission (ac and dc) and distribution
substations, as well as the switchyards of the generating facilities.
In addition to the equipment associated directly with the power delivery
function, the equipment necessary for the protection and control of the
power system and for the communication with control centers located at
the substation are included. Series capacitors in the center of a line
with their associated control are considered in this methodology to be
substation subsystems.

" Transmission lines consist of those power delivery Tlines which
connect the substations, which may be classified as transmission or
subtransmission. DC transmission lines, less their terminals, which are
substation subsystems, are also included in this type of subsystem.
Transmission-line subsystems may be replaced with equivalent "driver"
networks as part of other subsystems.

Distribution power circuits subsystem includes the distribution
line, distribution transformers, and protective equipment out in the
line, as removed from the distribution substation. The distribution
subsystem may also include the Tload, or the size or characteristic of
the load may predicate a separate subsystem. A distribution line is
defined as that which 1is connected to the primary of a distribution
transformer to supply utilization voltage to the utilities' customers.

Operation and control centers consist of the utilities' control and
dispatch centers. These operation centers can control, among other
things, the generation output and the switching functions of the
substations.

Communication and other equipment 1in the communication/control
system, affecting power transfer facilities and 1links, provide
communications between different physical Tlocations. Examples of
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communication 1links dinclude radio, telephone, and power-line carrier
communication equipment. Local communication at a physical site are
included in the analysis of that site as a subsystem.

As indicated, common to each major subsystem are some or all of the
following functional groups of circuits and devices:

Power-delivery function
Protective function
Control function
Instrumentation function

Communication function

Each functional group in a given subsystem is assumed decoupled
from the other groups in the initial time of illumination by the HEMP
field. The relatively longer response times of the functional groups
provide a justification for this assumption.

Analysis of malfunction or upset 6f the power-delivery function can
be segmented into tasks based on the coupling and stress models for
devices and circuits supporting the function. The following are
examples of tasks that may or may not be common to various subsystems.

Power Line, bus, or icable analysis

Power and auxiliary transformer analysis
Shunt reactor analysis

Instrument transformers analysis
Circuit-breaker analysis

Power fuse/current-Timiter analysis

Surge protection analysis

Series capacitor analysis
Turbine-generator analysis

Excitation system devices and circuits analysis
Line-trap analysis

Motor analysis

Series capacitor protection relay analysis
Distribution secondary and connected loads
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Analysis of upset of the protective, control and instrumentation
functions can be segmented into, among others, the following analysis
tasks based on the devices and circuits supporting this function:

Relaying devices

Battery supply circuits

Instrument transformers
Circuit-breaker operating mechanisms
Interconnection wiring and cable
Shielding means

Grounding means

Instruments

Panel Switches

Annunciators

Analysis of the upset of the communication function includes

analysis of, among others:

Power supplies

Transmitters

Receivers ‘

Coupling devices (such as HV coupling capacitors for
power-line carrier)

Antenna

Interconnection wiring and cable

4.2.3.1 Data Base: Characteristics of Circuits and Devices
within Functional Groups

This task addresses gathering the following data on selected
circuits and devices of critical functional groups within each subsystem
to be assessed for their effect on the state of the subsystem.

() Individual circuit parameters and equipment and device
characteristics (including electrical parameters and
dielectric and thermal strengths; where appropriate)
within each functional group, such as the following
examples:

- tower configurations (if overhead), 1length,
orientation 1in reference grid, resistance,
capacitance and reactance of conductors [35].
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- relaying or control circuit lengths and
orientation in reference grid.

- location, ratings and type for power
transformer and shunt reactor banks contained
within a power-delivery functional group.

- series capacitor characteristics and control.

- generator electrical and dielectric parameters
for generation plant.

- auxiliary motor electrical and dielectric
parameters. :

- relay types, settings, operating
characteristics

- Antenna parameters (if communication functional
group within power system).

° Interaction data of circuits and devices within each
functional group (such as, connection diagrams) [36].

Since it is impossible to assess small components in a device from
the device assessment itself, the device with all its components will be
treated as a "black box" with terminals or input-output "ports." It
should be noted that normally output terminals from a device may, in the
EMP threat, become input terminals to the device for the EMP stress.

4.2.3.2 Utility Communication/Control Systems

Utility communication/control systems can include a wide variety of
methods for information transfer. These may be voice, analog or digital
signals 1in form corresponding to the telemetry, control and/or
protective system functions required. For HEMP  assessment,
communications can be considered as two general categories.

° Radio -communication systems including point-to-point
microwave and base station/mobile radio equipment.
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(] Wire-based communication systems which use "links" of the
form of (1) power 1line carrier, (2) shielded wire,
(3) utility owned twisted pair and coaxial circuits, and
(4) leased telephone 1line with associated transceiver
terminal equipment.

In the case of wire communications, the HEMP environment is
jdentical to that previously discussed for the power system grid.

4,2.3.3 Data Base: Radio Communications Operation

In preparation for assessment of utility radio communications in an
HEMP environment, the systems are categorized by (1) the frequency of
the carrier, (2) the normal signal to noise ratio and, (3) type of
function and/or information content. Data in the functional groups in
terminals supporting the communications are gathered.

The additional tasks entail quantifying operational, strength, and
coupling characteristics of the remaining devices and circuits in the
communicational functional group, and the connections between them.

4.2.3.4 Data Base: System Line Communication

This task has a number of subtasks, one of which is detailing the
spatial location and orientation, characteristics of the communication
line or link. In the case of power line carrier systems, this part of
the data base is included in that for the power line as part of the
power defining functional group.

4.2.4 HEMP Coupling Codes and Response Models

A coupling code or model is a means by which relatively simple
cause-effect relationships can be derived between stresses and the
effects of these stresses. Two models may be required for individual
circuits and devices: one giving the effect of stress on failure of the
device and the other translating the effect of stress on the device into
output quantities utilized for further assessment. A simple example of
the latter is the model for a current transformer, translating the surge
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in its high-voltage primary to the output signal at its secondary
terminals. Due to the complexity and diversity of the EMP interaction
problem, it may be required to perform some analyses to have several
different models available. Examples of other models are:

Transmission-1line coupling models.

Models for predicting EMP penetration through apertures in
shielded enclosures.

Models for predicting EMP interaction with antennas.
Transfer-function models for voltage or current transfer
Voltage-stress response models

A power-line of considerable length entering a substation may be
replaced with an equivalent "driver" model of a voltage source behind
the characteristic impedance of the conductor system. The concept of
"critical line length" (Refer to Section 3.2.1.3) is a basis for this
model. The use of a "critical line length" model effectively moves the
boundaries of the substation subsystem out the distance of the critical
line length.

Depending on the grazing angle of the HEMP field "critical line
lengths" of conductors may be relatively short compared to the. size of
the substation. In this case partitioning of the power-delivery
functional group may be based on this length.

HEMP energy can be coupled into a shielded system through antennas,
direct penetration through shields, through windows and on conductors
penetrating the outside structure of the system., The coupling modes
are examined to determine which is the most critical for the circuit or
device under consideration. The determination of the most critical HEMP
coupling can be done in some cases by visual inspection of the
system/facility.

The approacQ\taken in the stress/strength assessment, for example,
for a control center block 1is to characterize the shielding
effectiveness for the HEMP wave of the building for the locations of
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interest inside the building and to characterize the attenuation of HEMP
induced voltage and current transients on conductors (power Tlines,
signal cables, antenna lines, etc.) entering the structure.

Included in the models for HEMP penetration are the effects of
shieldings, field diffusion and conduction into the space occupied by
the device under assessment. Sequence interaction diagrams could be
used at this stage in the assessment to evaluate the effects of field
stress. However, in order to reach an initial decision about the
susceptibility of individual circuits and devices in the power-delivery
system to damage or upset from direct HEMP, the assessment can neglect
effects on shielding or field strength of all enclosures, except the
intermediate enclosure or next level to the internal components of the
device. However, each situation must be judged individually.

In this task group, the localized field may be "coupled" to a
device "driver" model using a "coupling" model. From this model are
derived output quantities to be used as stress "drivers" in assessing
interaction upon other devices in the same functional group (See Section
5). Each stress "driver" model is defined at a point of concern
(connection or coupling point) to the "equivalent" strength model of the
device being assessed. Devices selected for assessment are those
critical to the operation of the functional group.

Similar techniques are utilized for stress effects of other
circuits and devices connected to the input and output terminals of the
critical devices being assessed.

It is to be noted that device equivalent circuits as well as the
"driver" equivalents may be different for each form of stress to be
considered. Figure 68 illustrates interactions of models at the device
level for effects of fields on the device and for the device as a
"driver."
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4.2.4.1 Assessment: Selection of Critical Devices to

Operation of Functional Group

Establish criteria for selection of devices critical to operation
of functional group. fdentify potentially critical devices. As Fig. 69
jndicates this may be an iterative process through tasks described
later.

4,2.4.2 Data Base: Shielding Characteristics
of Enclosures

When shielding effects can not be neglected, nor derived from
calculation or engineering methods, test data is obtained on selected
types of enclosures and environments.

4.2;4.3 Model: Shielding Characteristics

Relationships are derived to modify the coupling of localized
fields at devices or on circuits. Effect of EMP penetration through
apertures and by conduction is approximated in this model.

4,2.4.4 Data Base: Failure Response Characteristics
for Damage Analysis of Individual Device or Circuit

Where models can not be developed from calculation or engineering
methods, test data is obtained on selected devices or types of devices
to relate stress into coupled voltages or currents.

4.2.4,5 Model: Damage Response for Device or Circuit

Based on calculations or test, cause-effect coupling relationships
are derived for damage modes for the devices from fields and from
conductive coupling.

4.2.4.6 Data Base: Failure Response Characteristics for
Upset Analysis of Individual Device

The approach to this task is similar to 4.2.4.4.
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4,2.4.7 Model: Upset Response for Device

Cause-effect "coupling" relationships are derived between stress
and upset modes of the device from fields and from conductive coupling.

4.2.4.8 Data Base: The Device or Current as a "Driver"

This is similar in approach to 4.2.4.4,

4.2.4.9 Model: "Driver" Model of Device

The device is reduced to an equivalent "driver" circuit as defined
by its use at connection or coupling points in the functional group.

4.2.4.10 Models: Communication Line Response

Based on the information gathered in the previous task group and
the specified electric field environment, an equivalent "driver" network
is simulated for the communication 1line, in the form of either a
Thevenin or Norton equivalent for estimating stress.

With coupling models for the devices and circuits and the specified
electric field environment, similarly, "driver" outputs are also derived
for stress analysis.

4.2.5 Interaction of Circuits and Devices within

Functional Group

Failures of many devices or circuits in power networks are more
Tikely to occur due to stresses produced by other devices or circuits on
the device being assessed for failure. The connection-Tocation
diagrams of functional groups within a subsystem (Fig. 70) give an
indication of where one form of interactions between functional groups
may be possible [35], and the possible stress mode of a specific device
or circuit in a functional group. In a sense, the coupling or direct
interaction of stress from one functional group into another is another
"driver" acting on appropriate terminals of devices or circuits being
assessed. Fig. 71, for example, illustrates that the relay of its
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functional group can be influenced by the power-delivery functional
group through the voltage and current transformers that provide the
current and voltage signals from the power-delivery functional group to
the relay functional group, specifically to the relays or circuits in
this group. Wiring and cable runs may be common to a number of
functional groups, and therefore provide possible coupled paths between
these groups. Relay devices may be "housed" in the same confines as
provide possible coupled paths between these groups. Relay devices may
be "housed" in the same confines as other circuits, such as for
communication and control. Proximity effects may lead to "coupling" to
the relays. '

In this group of tasks physical interconnections of circuits and
devices within one functional group and potential coupling interactions
are derived from a study of the connection and layout (location)
diagrams from data obtained in Section 4.2.3, as illustrated in
Fig. 70 and 71, with attention given to each device critical to the
performance of the functional group, Fig. 71.

Based on the "driver" circuit equivalents of Section 4.2.4 and the
interconnection diagrams, interaction diagrams can be constructed for
each critical device or circuit (Fig. 72).

As mentioned previously, the "driver circuit" equivalents and the
configuration of the interconnection diagram will vary with the type of
stress applied and susceptibility being assessed.

4.2.5.1 Data Base: Interconnection/Location Diagrams

These data are derived from data in Section 4.2.3 (Fig. 70).

4,2.5.2 Model: Device-Specific Interconnection Diagram

Similar to Fig. 71, this is derived from the previous data base.
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4.2.5.3 Model: Device-Specific Intéraction Diagrams

This task is the summation of the previous sets of tasks, leading
to diagrams similar to Fig. 72 for each model of stress-failure
assessment to be made.

4,2.6 Stress/Strength Assessment of Damage or Upsets of
Circuits and Devices within The Functional Group

The two issues to be addressed under this set of tasks are the
stress that appears in a circuit or device within a functional group,
and the strength of the circuit or device to this stress; that is, the
susceptibility of the device or circuit to either failure due to damage
or to upset (Fig. 73).

4,2.6.1 Stress

In the context of the power system network assessment, the term
"stress" can mean either the voltage appearing on a device or circuit,
or the current flowing into the terminals of the device or circuit (or
circulating internally).

The voltage or current may be due either to the field illumination
directly on the device or circuit, or to connections or couplings with
other devices or circuits to the device of consideration (Fig. 70 and
72).

While equations and computer codes are available or can be
developed to calculate the voltages and currents produced by the HEMP
event at all locations in a power system and the strength could be
determined for these locations, it is not practical to do so unless
unlimited resources are available. For studies with limited resources,
engineering judgment must be used to determine the critical points or
devices in critical functional groups at which the stress/strength
comparisons are to be made (Fig. 69).

When the rise time of HEMP stress 'is less than the usual inter-
connecting cable or wire Tlength divided by the speed of T1light, both
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EMP-induced stress and system stress inside a confine could exhibit
standing waves. Therefore, determining the dominance of system-
generated stress at one point within the confines taken, will not insure
its dominance everywhere in the same confines [37].

With an HEMP rise time of 10 nanoseconds, if the length limitation
criteria, L, is defined as: '

3

10x10™" microsec > 2L/1000 ft/per microsec

then if L is less than 5 feet:

1. Standing wave effects are not significant.

2. System-generated stresses can be utilized for a base
comparison for HEMP susceptibility.

3. HEMP-induced stress <can be represented as a Thevenin
equivalent voltage source with appropriate series impedances
or a Norton-equivalent current source.

If the maximum frequency to be considered in the assessment is 10
megaHertz, having a wave length of 100 feet, then the limiting distance,
L, can be somewhat larger, perhaps 10 feet.

Many circuits and device configurations within the functional group
have dimensions that fall within the 1limiting 1length criterion.
Therefore, these can be treated within the three guidelines stated
above.

In the case of devices in the power-delivery functional group,
dielectric or insulation withstand test results are available in the
form of basic insulation levels (See Appendix F). Surge voltages of
several different waveshapes are applied by test sets to the terminals
of the power equipment to determine withstand levels of the insulation
at these terminals. For example, Basic Impulse Insulation Levels (BIL
or BIIL) and switching surge withstand levels (BSL) are available for
each voTtage class of power transformer. These data can become part of
the withstand strength data base for power-deliverable devices.
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4.2.6.2 Strength

Because of the variety of devices and circuits to be found in the
functional groups of a power network, a number of different measures are
used for “susceptibility" to failure. These can be identified with
respect to dielectric failure, to thermal failure, and to functional
mis-operation, or "upset."

Flashovers are one form of "failure" due to overvoltages in power
networks. For transmission and distribution lines suspended from towers
or poles, the lowest strength (flashover) values would normally be
obtained at the idinsulators on the towers or poles. Line-to-line
flashovers would be unlikely since the HEMP excitation is common mode
and the Tline-to-line stress would normally be quite low. Since the
stress on a line should normally be rather uniform, the stress/strength
comparisons should be made at the insulators on the towers or poles,
especially at points of discontinuity where the stress might be
increased.

Surge arresters of different ratings and size are commonly used on
both the power-delivery lines and (in much smaller sizes) in electronic
equipment used in the control centers and for the instrumentation,
control, and protective functions. Thus, in some circumstances physical
damage of a device or circuit due to overvoltage is not a consideration
because of surge protection at a terminal by the use of capacitors and
surge arresters. Under this circumstance, thermal stress may be of more
concern as it may affect the devices being used for the surge-voltage
protection. This may also be the situation, for example, in the consi-
deration of certain control-functional devices or communication-function
devices.

Ambient stress levels can be high in substations and in control
rooms in power systems because of energy levels associated with
power-delivery switching functions. For example, it is well known that
operation of high-voltage disconnect switches in substations generate
high-frequency current surges in. buses and lines whose fields can be
coupled into control wiring if measures are not taken to suppress them.
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Similarly, high-frequency currents flowing in ground conductors during
switching of Tlarge shunt capacitor banks can also create voltages of
several thousand volts in control wiring and lTow voltage power circuits.

This then establishes a "system-generated" or base environment
threshold to which can be compared the stresses produced by HEMP. .Such
threshold data are available in the literature from tests made in the
field. But it is to be noted that system-generated stresses from
switching operations, in general, excite different points of the network
in different manner, whereas HEMP excites all points essentially
simultaneously.

In other instances, failure either from overvoltage or thermal
considerations is not a concern, but rather the malfunction or
functional “upset" of the device or circuit. This can be the situation
for control or communication devices or circuits.

Two categories of "upset" have been defined [38]:

] Upset involving precipitous actions, such as tripping of
a generator plant, "caused by erroneous states induced by
the stress of electromagnetic pulse (EMP) in logic or
other electronic or electromechanical elements of a
system or subsystem. This category can be characterized
by the instantaneous or nearly instantaneous consequences
of temporary EMP disturbances. After the EMP has passed,
the disturbed electronic or electromechanical elements
are assumed to resume completely normal operation; but
some significant undesirable action has occurred because
of the disturbance caused during the EMP event."

° Upset Teading to storage of erroneous information in an
electronic or other memory that will result in an
undesirable action at a future time.

It is presumed, a priori, that in the power system the latter
category of upset is of secondary concern since devices that store
information will be well shielded when used in the power system
environment. However, this is another area which may need investigation
in the assessment.
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Section 5 discusses further concepts of strength and of strength
data bases and models.

4.2.6.3 Responses and Stresses within Individual Circuits

and Devices

The analysis must assess interactions between devices or circuits
in producing stress in or on the individual device or circuit in a
functional group. Each device, group of devices, or circuit connected
to the assessed device is reduced to an appropriate equivalent "driver"
circuit based on the field and coupling code to the connected devices
and circuits (Section 4.2.4.8).

The "driver" equivalents and the device models having been derived,
the next step is to apply each "driver" to the appropriate points of
entry into the strength model equivalent of the device being assessed to
calculate the stresses that develop at that application point by the
specific "driver" (Fig. 72). '

Stress can also be produced on a device by the HEMP field coupled
to the device. The HEMP environment inside the control center building
is defined for a given external environment in terms of a localized
field strength at critical device locations, and/or in terms of voltage
or current surges appearing on unfiltered incoming lines and cables.

Through tests or available data bases for a device such as (for
example), a solid-state relay, the strength to damage or upset is
compared to the 1localized field strength on the device at the
frequencies of most significance (Fig. 68). The 1localized field
strength is obtained by modifying the geographically-located field on
the total enclosure of the relay by the shielding effects of major and
minor enclosures and circuits between this field and the internal
components of the device. In most cases, the effects will be to reduce
the field strength at any given voltage.

The localized field strength as modified is then coupled to the
internal components of the device by stress coupling models for the
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device as an entity. (The entity may include a case normally used to
enclose the internal components of the device.)

Where the field strength stress is comparable to the damage or
upset strength of the device, a probability of failure is assumed. The
result of this device assessment is entered into the "fault" tree that
is later used to determine the state for this functional group of which
this device and others are a part. In some cases failure of a device,
a prior, means "failure" of the functional group, and is so noted at the
level of assessment of the functional group. Figure 74 summarizes the
above process and the following tasks.

4.2.6.4 Definition of Tasks for Stress/Strength Assessment

In this set of tasks, a stress/strength assessment for either
damage or upset is performed on selected device or circuits within
functional groups of concern. When appropriate to the assessment of the
functional group, the output of assessment of a device or circuit can be
expressed as the probability of failure (damage or upset) of the device
or circuit. In many cases these data must be determined by test from a
generic group, by calculation, or by Jjudgment. With the strength
characteristics of the devices and circuits established, the output of
the assessment of functionability of the specific functional group can
be in terms of probabilities through use of fault tree techniques as
described in the next section.

Data are presently scarce in this area. Since uncertainties are
attached to this process, small scale tests and large-scale simulations
may be required for this analysis and to validate the assessment
procedure. It may be necessary to iterate the process of analysis and
test as more data become available until satisfactory assessment is
obtained.

4,2.6.4.1 Assessment: Select Critical Functional Groups

This selection is predicated on the importance of the functional
group performance to that of the subsystem. Generally, yard 1lighting
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systems, for example, may not be critical; whereas, relaying functional
groups may be critical to the functioning of substation subsystems.

The operational state of the functional group at the time
immediately preceding the HEMP event affects this selection and is
obtained from the initial system state data base. For éxample, for a
power delivery functional group, this state may include the status
(closed or open) of all switches or circuit breakers, the position of
transformer taps and voltage regulators, the load flows through the
various power delivery elements, etc. If the circuit breakers or
switches are open, for example, "out of service" then, obviously, this
power-delivery functional group is initially not critical to the
functioning of the substation subsystem. However, it is important to
know whether the state of this functional group is such that it can be
used in later time for power network restoration. The state data base
for this functional group would reflect the two conditions, i.e., not in
service but capable of being put into service.

4,2.6.4.2 Data Bases: Characteristics of Devices

and Circuits

Strengths should be defined with respect to terminals of devices.
Data bases of withstand strengths may be given in terms of certain
characteristics (i.e., pulse width, wave shapes, magnitudes) as derived
from test results available or to be obtained by test. For example,
surge withstand capability tests (SWC) of a given magnitude and
waveshape are applied to certain relay systems. These data are
avajlable and could be part of the withstand data base for these relays.

The physical characteristics of the devices or circuits are
obtained from the physical description data base, while the parameters
to use in equivalent circuits are obtained from the equiva]ehf circuit
parameter data base. The locations of these devices or circuits are
defined within the functional group by connection diagrams.
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Data bases of strengths for some devices or circuits may not be
available at the time of the assessment, and must be estimated based on
characteristics of similar equipment. Data bases of "upset" strengths
may be even less available, and engineering judgment also may be
necessary to estimate these characteristics.

4,2.6.4.3 Assessment: Select Critical Device or

Circuit within Functional Group

Identify from the data bases of all devices or circuits and the
connection diagram what 1is the weakest device or circuit functional
group from a damage and from an upset standpoint.

One basis for the selection of the critical devices is to perform a
series of preliminary stress/strength calculations at representative
points to identify the most likely failure mode. From the trend of the
stress/strength comparisons, the most «critical devices <can be
determined.

Some of the points for which preliminary calculations should be
made can be selected in advance through a consideration of the
parameters affecting the stress/strength relationship.

The strength relationships for the control room -devices and
circuits may be defined in terms of the maximum allowable electric field
strength and the transient voltage and current levels on incoming lines
for the various classes of equipment.

4.2.6.4.4 Assessment: Calculation of Stress

In this task the stress is determined for the terminal or points of
entry of the strength models or equivalents at which comparisons between
“the strength and stress are going to be made. Depending on the device
or circuit involved, the stress may be defined in terms of voltage or
current waveshape or energy.

The stresses (either of voltage or of thermal concern) are
approximated by the use of the "driver" equivalents acting on the device
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stress/strength models. The stresses are compared to data bases of
withstand strength Tlevels or upset levels for the model of the
particular device or circuit to determine the potential for physical
failure of the device under consideration, or its functional upset (i.e.
functional malfunction). '

Given the time dependent magnitude of the "driver" voltages, the
increase in rise and/or threshold of circuit or device upset is
assessed. For high enough stress levels, potential damage due primarily
to thermal failure is assessed using thermal strength models for the
devices.

By the use of a decision "fault tree" or by risk analysis, assume
the potential problem has been reduced to, say, a comparison of
overvoltage levels to a consideration of potential "upset." The HEMP
"noise" level as represented first by its magnitude would be compared to
the upset level of the device or to the normal ambient noise level
experienced by the device. If the HEMP "noise" does not fall within a
selected margin of the ambient, or of the upset withstand level of the
device then the analysis proceeds to other assessments. If the HEMP
"noise" level 1is within this margin or higher, then the duration or
frequency of the noise must be evaluated against allowable values to
estimate poténtia] of upset of the device under consideration.

The results of these failure assessment for a device is entered'
into the overall fault tree assessment of the state of the functional
group of which the device is a part.

The following is an example of an assessment of a specific device
in the relay or control functional group.

Analysis of Instrument Transformer as an Equivalent "Driver"

Knowledge of the steady state and transient performance of
instrument transformers is of critical importance for instrumentation
and protective relay system assessment. The simultaneous ac and dc
excitation due to fault current offset will result in transformer
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operation closer to or in the saturation state. The partial or full
saturation can cause the secondary voltage or current waveform to
deviate from the primary waveform. For transient fault conditions, a dc
offset in the fault current of the same polarity can substantially
reduce the time to saturation.

Data Base: Instrument Transformers

The data base should contain the following information (1) bus
location of the instrument transformer, (2) operating characteristics
including saturation curves and time to saturation characteristics,
(3) configuration of secondary connection, (4) connected ratio, and
(5) burden. This information is used in conjunction with the branch
fault CurrentAdata base to quantify operational performance in terms of
the modified nature of the.secondary waveforms.

Assessment: Current Transformer (CT) Operation

Based on the magnitude and time history of the fault current
exciting the current transformer, in conjunction with ac excitation, the
percent error of CT response will be calculated and secondary waveforms
investigated as they may affect proper relay or instrument operation.
An analysis may be made of the possible magnitude of CT remanant flux

-for later assessments in MHD-EMP.

The following are examples of specific device assessments in the
power-delivery functional group.

Analysis of Power Fuse

The combination of normal power frequency current and the fault
contribution as a result of faults due to the HEMP event may result in
power fuse misoperation during the two-second HEMP assessment time.
This potential risk assumes increasing importance since the fuse is a
single operation device. A "blown" power fuse requires manual
replacement which can increase the time required for electrical service
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restoration. A fuse may also be damaged by an initial fault but not
"blown" until an additional current surge.

Data Base: Power Fuses

This data base consists of fuse operating curves which depict the
relationship between time and rms total current. - (See Fig. 24 of
MHD-EMP report [32] for a typical set of curves.)

Assessment: Fuse Operation

The power fuse data bases will be compared to the expected values
of 60 Hz power frequency rms current combined with the fault-current
value, to ascertain the probability of fuse operation. '

Analysis of Power Transformers

It is known that high magnitudes of surge voltage app]ied'to the
terminals of a transformers can result in:

] Possible insulation deterioration or damage due to
failure of major insulation to ground or turn-to-turn
insulation.

° Transfer of voltage components inductively and
capacitively to other terminals [39].

It is common practice to protect the major insulation to ground by
utilizing surge arresters. connected to ground at the terminals of the
transformer. Rarely are surge arresters connected phase-to-phase except
for transformers in some DC installations. Although the surge arresters
tend to reduce the voltage components if the surge is above the
protective level of the surge arrester, voltage components below this
level are transferred through the transformer to other circuits. This
leads to the consideration of data bases and models directed toward two
regimes for assessment: strength and transfer characteristics. It is
assumed that, except at winding terminals and based on the inherent
shielding of the steel transformer tank, coupling of HEMP fields into
internal parts are insignificant in the assessment procedures.
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Data Base: Power Transformer Strength

Strength of windings of transformers are defined by standard
withstand levels, termed chopped wave, basic impulse insulation level,
basic switching impulse insulation level and rarely, front-of-wave (see
power definitions, Appendix F). The first and last Tevels mainly test
turn-to-turn insulation. Depending on the insulation class, values for
these withstand levels are tabulated against the insulation class for
factory test. A multiplier is applied to these tabulated Tlevels to
reflect strength of the transformer after being in service. Tests of
older equipment in field service for some time are generally given
withstand tests at 75% of the factory tests. This provides a
qualitative margin for failure in field installations. These withstand
levels are utilized for strength assessments.

Data Base: Transformer Transfer Characteristics

These data imply sufficient details of the inductances and
capacitances of the transformer windings are obtained so that simple
transfer models can be derived, sufficient for the frequencies of
interest in the surge impinging on the terminals of the transformer.

Model: Transformer Strength

Because the high frequency equivalent of a transformer consisting
of inductances and capacitances, the shape and magnitude of an impulse
surge on the terminals of a transformer are changed. A model for this
effect is needed that relates open-circuit voltage on a line to that
voltage resulting across the terminals for the proper assessment of
transformer strength.

Model: Transformer Voltage/Current Transfer

Based on the data base associated with this task, a
"transfer-function" model is developed. This model may be frequency
specific.



199

Assessment: Transformer Insulation Damage

To assess the possibility of insulation damage, impinging surge
voltages, after modification by the transformer surge model, are
compared to the most appropriate of the available withstand voltage
levels for estimating failure. |

4.2.7 Effect of Failures Upon Functioning of The Functional Group

Fault trees are developed from the functional relationships and
connection diagrams as a basis for assessment of the probable states of
each functional group [36]. For example, a fault tree can simplify
determination of the cirecuit breaker operational state as part of the
functional group assessment. "Fault tree analysis is a systematic
method of tracing the effects of failures at lTower levels of system upon
its higher levels" [38]. The method can be used to estimate probability
of survival for complex systems and to compare various hardening
approaches.

"A fault tree analysis will yield a probability distribution of the
probability of system survival conditional upon the level of confidence
associated with the assigned probabilities" [38].

Data bases have been established under Task Group 4.2.3 that
contains the functional relationships between the devices and circuits
of a power delivery functional group. Examples of the functional
relationships contained in this data base are the relay scheme used to
control power circuit breakers, and a control scheme for a generator.

At least two "trees" of failure probability are required, one to
define the probability of damage in the functional group (preventing the
group from performing its specific function) and the other to define the
probability of upset leading to an incorrect indication of its purpose.
For example, a protection-functional group, could be made up of a
current transformer signalling through wiring -or cable to a relay. Two
dc power supplies are provided; only one is necessary for proper
functioning of group. The relay and one or both power supplies may in
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turn be connected to the operating coil of a circuit breaker. The
failure of any one of these devices or circuits can cause failure or
upset of the group and cause the circuit breaker to trip. Fig. 75 shows
a simple "fault tree" representing this functional group.

Some of .these devices, due to their high reliability, or Tlow
probability of failure or of upset may be eliminated from the "fault
tree". Due to lack of data, some engineering judgment of failure
probabilities may be necessary in the assessment for other devices.

It is expected that a generic form for one or both types of
analysis, damage or upset, can be developed that will fit any specific
type of functional group. This approach will simplify code development
for fault trees. Codes are presently available to create appropriate
fault or decision trees.

The approach to be taken is to develop a minimum of generic
fault-tree models for each type of functional group. Generic models
enable representative assessment of HEMP effects. A unique fault tree
model need not be developed for each individual functional group of
every subsystem. Consequently, assessment of HEMP effects can be
accomplished for all generic models and any subsystem can be uniquely
modeled by a representative combination of these models.

The following is an example of an assessment of two specific
functional groups.

4.2.7.1 Analysis of Instrumentation, Control

and Relay Functional Group

Subsequent to the assessment of current and voltage transformer
operation in an HEMP environment, this information must be integrated
into the analysis of instrumentation, control and protective relay
schemes. For instrumentation, the assessment should consist of the
quantification of measurement error introduced by the modified secondary
waveforms of the instrument transformer as determined under Task
Group 4.2.6. Control system operation must be ‘investigated to ascertain
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the impact of misleading input information. Protective relay schemes
must be investigated in the context of relay security and operational
dependability.

~ Data bases, as established in Task Group 4.2.3, would contain the
operating characteristics of measurement instrumentation including
transducers and metering systems. Measured system parameters for
assessment are voltage, current, frequency, real and reactive power.
The control system data bases would include the operating
characteristics for systems such as automatic generation control, local
frequency and local voltage control schemes.

4.2.7.2 Assessment: Instrumentation and Control System Operation

The assessment will quantify the amount of measurement error
contained in the output of dinstrumentation systems. The total error
will be the combination of the ratio and 'phase angle error of the
instrument transformers in conjunction with the modified uncertainty of
transducers and metering systems. Control system operational assessment
is based upon the ability of these systems to perform their intended
functions given distorted power system parameter input data. (The
ability of control systems to filter "bad" data would be included in
this documentation.)

The resulting assessments would be reflected in the state data
base for this control functional group.

4.2.7.3 Assessment: Protective Relay Scheme Operation

The assessment will consist of the quantification of relay scheme
security and relay scheme dependability. A loss of security is defined
as an undesired relay operation in the absence of those conditions for
which the relay must perform its intended function. The loss of relay
scheme dependability is defined as the failure to operate, or, operation
with excessive delay for abnormal conditions. For example, dependent on
relay design, the primary effect of current transformer secondary
distortion may be zero-crossing shift, peak reduction, rms value reduc-
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tion or harmonic content. Relay schemes of particular interest include
current-differential protection, overcurrent protection, undervoltage
schemes and distance relaying applications based on 1line impedance
parameters.

The resulting assessments are reflected into the state data base
and fault tree for this protective relay functional group.

4,2.8 Interaction Between Functional Groups as They Affect
The Status of The Subsystem

The outputs of the stress/strength assessments, for functional
groups, as reflected in their stafes data base and fault trees can be
used as the basis for determining the reaction of the subsystem to the
HEMP event. Damage and/or misoperation of some of the functional groups
may have 1little or no short term effect on the operation of the
subsystem. For example, misoperation of the instrumentation functional
group due to damage of panel meters would have no effect in the interval
following initiation of the event since human intervention would be
required to 1initiate a change based on the faulty information.
Similarly, loss of communications would have little immediate effect
except for communications wused in protective relaying schemes.
(However, in a later assessment, loss of communications could make the
power system more difficult to control and the restoration of power
after a power outage slower.)

At this level, engineering decisions, that is, human intervention,
through a thought process based on the various states of the individual
functional groups may be required for assessing the status of the
subsystem made up of these functional groups and ultimately the power
network (Fig. 76). In future refinements in the methodology, . this
thought process might be supported by "expert systems"” or "artificial
intelligence systems."

Proper assessment, however, requires that all relevant modes of
failure can be identified, including such factors as human error. Also,
the relationship of various parts of the subsystem must be understood
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well enough as to "model" them appropriately. In these assessments, it
may be necessary to estimate a number of the probabilities, tempering
these estimates with engineering knowledge of the viability or the
subsystem dependence upon certain functional groups, and the devices
within these groups.

4.2.8.1 Data Base: -Critical Questions Bearing on
Subsystem's Ability to Support Power-Delivery Mission of Network

In these tasks questions are formulated that are critical to the
subsystem operation, similar to the questions in Fig. 76, but of
specific form. '

4,2.8.2 Data Base: States of A1l Functional Groups in Subsystem

These tasks entail didentifying which functional groups are in
operation before and after the HEMP event; which are not in service
(performing function) or éan be put into service in a future action;
which have failed while in service and extent of failure (damage or
upset) and why failure has taken place; and which have failed so as to
inhibit future actions. As an example, Fig. 77 illustrates part of the
thought process in identifying functional groups and their effect on
answering a critical questioh "can the generation subsystem in a
generator plant continue to deliver power into the network." (Because
of the long time required to bring a generator up to speed and on line
delivering power, the question of whether an out-of-service generator
can be brought on line is academic in the HEMP assessment time.)

Model: Decision Tree for Answering Question

A decision tree in answer to each critical question is built,
similar to Fig. 77, down to levels of assessment in sufficient detail to
identify blocks significant to the answer to the question and to relate
to the tasks of Section 4.2.7.
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4.2.9 Effect of States of Subsystems Upon Status of
The Power System Network

The primary mission of the the power network is the delivery of
power, and this mission is supported by the functions of subsystems in
both the power-delivery system and the communication and control
systéms. Therefore, the emphasis of this level of assessment is on this
power-delivery mission.

The purpose of this set of tasks is to utilize data bases of the
initial and subsequent states of the subsystems, as imposed by their
functional groups, to formulate the conditions at given points in time
as input to the codes used to study the response of the power network.
It can be anticipated that the states of certain subsystems will be
influenced or changed at later times in the assessment by the results of
changes in states of other subsystems at the time of the HEMP
illumination, and as the power network responds dynamically to the
initial changes in states.

Fig. 78 illustrates the major power-delivery subsystems of a small
power network for the purpose of this discussion. This figure shows
also assumed communication links in the form of radio nets, microwave
channels, and leased telephone lines. Because of the short pulse-width
of the HEMP it is not expected that other than leased lines, will be
affected by HEMP. However, these are "subsystems" that become of
concern during the MHD-EMP assessment. (In contrast, of course,
functional groups at the terminals of these lines can be affected by the
HEMP illumination.)

A basic assumption throughout this methodology is that all of a
given subsystem (with perhaps the exception of very long transmission
lines which may be handled in a special manner) is illuminated by HEMP
at_the same instant. With the HEMP fields moving at no less than the
speed of light, substation subsystems, for example, separated by several
hundred miles in the direction of the movement of the field, would
experience the HEMP at a time difference of a very few milliseconds.
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For example, with the HEMP wave coming in at the top of Fig. 78, the
generating plant A and its substation would experience HEMP before
generating plants B & C, (which would receive illumination at the same
time).

With the relatively long response times of power changes in a power
network (cycles of the system frequency), a reasonable assumption,
however, is that the total power network is illuminated essentially at
the same time. This means, then, for the purpose of assessment that
flashovers and other changes that occur in the power system as a result
of the HEMP occur essentially at the same time.

Generally, the power-delivery functional groups of many subsystems
are interactive through circuit breakers or switches with their
associated supporting -protective relaying functional groups, Fig. 79.
Because of physical location, circuit breakers are considered in this
methodology as part of substation subsystem; however, the circuit
breakers at 1line terminals and their supporting relaying functional
groups, could be considered as part of their respective power-line
subsystems. Thus, the overlapping function of a circuit breaker
provides the basis for the interactive states of the substation and
associated power lines. Fig. 79 illustrates these details.

The results of the previous groups of tasks are used in the
assessment to the level of idinteractions between subsystems. As is
discussed earlier in this section, it can be anticipated that the states
of certain subsystems will be influenced or changed, at later times, by
the results of changes in status of other subsystems at the time of HEMP

illumination.

For example, one state for a power line is whether the Tline is
faulted by flashover due to HEMP or not faulted, and if faulted the data
base for this set includes a measure of where the flashover has
occurred. Since these data are to be used for short-circuit studies in
the next group of tests, this latter piece of data can be the impedance
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from the terminals of the power line to the fault location. Likewise,
the operability of other devices in the power-delivery network is in
question.

Levels of load demanded and generation available following the HEMP
event are identified with their locations within the power network. The
status of the transmission lines and substations are determined as to
what lines have flashed over due to the HEMP event and what states a
substation is in as to power deliverability or to control.

Assessment interactions of the subsystems in a power network is an
iterative process, as illustrated by Fig. 66 through response of
functional groups from results of the power network studies. The perr
network response studies introduce the element of the time constants
associated with the power network. Initial assessments of the power
network are made which become "initial" conditions for the first pass
through the response studies. The results of these studies impact, for
example, on relaying functional groups which, through causing operations
of circuit breakers, cause interaction between subsystems, such as
generation and load. These interactions result in new conditions in the
response studies which, in turn, can result in additional changes in
state.

Concurrently, characteristics of other interconnected power
networks, and results of state changes in these other interconnected
power networks, may become part of the data for the power network
response studies.

The following data base tasks are based on the initial assessment
tasks of previous sections as reflected into performance data bases.

4,2.9.1 Data Base: Operation of Generation Subsystems

Identify the generation plants and associated generators that are
still operable.
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Establish allowable levels of real and reactive power generation
for plant, data to be used in load flow studies.

Establish composite impedances of operating generation, in
conjunction with generating plant substation subsystem, data to be used

in short-circuit and transient stability studies.

4,2,9.2 Data Base: Interconnection Power Network

Identify if flashovers have occurred on interconnecting power
lines.

Establish location in terms of impedance to flashover fault for
short circuit study.

If no flashover (faults), establish what power level can be
de]ivered over interconnection.

Establish transient stability study equivalents for interconnected
power networks based on other assessments of these interconnected power

networks.

4.2.9.3 Data Base: Substation Subsystem Operation

Identify what major power-delivery functional groups within the
subsystem are still in operation from a previous assessment of the
power-delivery functional groups and their associated supporting
functional groups 1in previous sections. This entails identifying
from previous data bases which power delivery functional groups or
their supporting groups:

- are operable
- have become inoperable due to EMP event
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- will become inoperable at a later time due to interaction
between functional groups one or more of which have

become inoperable due to EMP event.

4,2.9.4 Data Base: Power Line Subsystem Flashover

Identify on which power lines flashover due to EMP have occurred.

Establish Tlocation in terms of impedance to fault Tlocation
(flashover) from each terminal of power line.

4,2.9.5 Data Base: Bulk Load Equivalents

Identify status of bulk loads following HEMP event.
Establish levels of load in terms of real and reactive power.

Establish characteristics of rotating machines still operatihg in
bulk Toad.

4,2.9.6 Data Base: Operation of Distribution Subsystem

Identify what failures have taken place in the distribution
subsystem initially due to HEMP; i.e., flashovers, insulation damage of
equipment and in later time following short circuit studies, fuse
blowings, overloads, etc.

Establish allowable power levels through subsystem.

Establish composite impedances from distribution substation to
fault Tocations.

Establish load 1level remaining following HEMP of distribution
subsystem in terms of real and reactive power.
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4.2.10 System State Analysis in Response to Subsystem

State Changes

The impact of changes in states in subsystems on the change in
"state" over time of the power system network must be assessed from the
following aspects:

() Initial system load flow as starting base-case conditions
for the short-circuit and transient stability analysis.

() Changes in system current flows following power-delivery
device or circuit failures, either as output from the
first stage in the network analysis portion of the
transient stability code, or utilizing other network
analysis codes.

() System switching overvoltages which may result in
subsequent power-delivery or circuit failures due to
circuit-breaker operations.

Base case steady-state conditions for the power network prior to
the HEMP event must be specified. Short-circuit studies give magnitudes
of fault current for analysis of what relaying schemes and circuit
breakers should operate, if still functional following the HEMP,
Stability studies are concerned with the movement of angles of internal
voltages of synchronous machines away from states of equilibrium
required to balance energy of existing loads and losses against the
energy of electrical generation within the power network. Disturbances
occurring within the system that create an imbalance in these energy
levels lead to angular swings of machines which are reflected in voltage
and current angles throughout the system. Opening of circuit breakers,
dropping significant loads, can result in system overvoltages, leading
to other equipment damage.

4.2.10.1 Data Base: Fault Impedances and Source Voltages

This data base, derived in an earlier set of tasks, supports the
study of currents within the power system due to faults.
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4,2.10,2 Model: Short-Circuit Studies

The system is set up in sufficient detail using the previous data
base that fault currents in various power-delivery functional groups can
be calculated.

4,2.10.3 Assessment: Relay-Scheme and Circuit-Breaker
Operations

Fault currents are compared to trip settings of relaying schemes

that are still functional. Where tripping of associated circuit
breakers are called for, tripping times are decided for those that are
still operable.

4,2.10.4 Data Base: System Load Flow and Stability

This data base establishes the base case steady state condition of
the system prior to the introduction of HEMP effects. The type of data
required is consistent with that usually given for conventional system
studies.

4.2.10.5 Model: Load Flow

The required load flow models are identical to those contained in
typical existing load flow digital programs. The output of the
simulation will reveal the following system assessment summaries.

4,2.10.6 Assessment: Results of Load Flow

The following are typical outputs of load flow studies:

° Real and reactive power flows into or out of designated
buses

° Voltage levels at these buses

) Real and reactive power from generators

° Line losses
° Regulated bus data (transformer taps, etc.)
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4,2.10.7 Model: System Stability

In addition to the quantification of the new steady-state 1load
flow caused by the HEMP environment, the effects on system
stability as it moves from state to state of power equilibrium must also
be considered. The 1load flow defines the initial steady-state
conditions. The stability program represents the dynamic models of
generation, load, and reactive power compensation. The system is
disturbed by the effects of HEMP. The program output quantifies the
dynamic response of the system, such as generator swing angles as a
function of time and flows over still-operable lines. In addition, the
effects of load-shedding schemes and line tripping are considered.

The effects of overvoltages on long-line de-energization, (i.e.,
quasi-steady-state 60 Hz voltages), can be investigated using existing
analysis techniques in the transient-stability program.

4.2.10.8 Assessment: System Response

“Swing" curves for major generation, still operable following
the HEMP, are obtained over time. The effect of relay and circuit
breaker operations are examined as to load dropping, subsystem
"islanding," etc. The effect of bypassing and reinsertion of series
capacitors on load flows and stability are determined.

4.2.10.9 Assessment: Chénge of System State

The combination of 1load flow, short-circuit and stability
studies caused by and in the presence of an HEMP environment will
lead to an understanding of complete system operational response
and system state up to the MHD-EMP, Fig. 80. Probability of equipment
(devices and circuits) damages and upsets subsequent to HEMP is
evaluated for reiteration in the assessment process.
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4.3 Hierarchy of Data Bases

Figure 81 illustrates the hierarchy of data bases supporting the
various levels of assessment within the power system that have been
discussed in previous sections.

The initial and subsequent interaction to the effects of HEMP at
the functiona]-group level predicates data bases being available for
models of specific circuits and devices making up each functional group
and their initial states (Fig. 82), (E2) with interactive (connection
diagrams) relationships defined (E1). Data bases for circuits and
devices may include physical models on transfer functions, models of
potential failure modes including probabilities of dielectric or thermal
failures (flashover and burn-up) and malfunctions or upset without
permanent damage (E3).

For each functional group there is an initial state of the group as
an entity (D1), which will be reflected in a separate data base for use
in assessment. Data in such a base are subject to change in time, with
the states of the individual circuits and devices (E2) making up the
functional group. This data base, with similar ones for other
functional groups, provides a "test point" in time to relate states of
functional groups (Fig. 83) for the assessment at the subsystem level.
Thus, data bases for a specific functional group includes information
about, first, the initial state of one functional group (D2), changed to
succeeding states with time as appropriate, as well as a listing of the
circuits and devices making up the functional group with the measure of
its performance state as a functional group (D3).

In addition, in order to tie the field environment definition in a
space to the functional group in the space, are information about the
spatial location 6f the functional group (D1). This information can be
similar, in part, if not the same, as the information describing the
spatial location of the subsystem in which the group functions (C1).
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It is anticipated that data bases for these circuits and devices
within the functional groups may be site-specific as well as subsystem
specific. A spatial location data base for a functional group (D1) may
include information about the effects of shielding of enclosures common
to all or part of the functional group. Information on the effects of
enclosure shielding are derived from models as discussed in Section 5.
Shielding affects on the individual devices, because of their own cases
or enclosures, becomes part of the coupling code data base of thé model
for the device itself (E3). Broadening data bases can be anticipated as
more data is obtained by experiment or calculation on individual
circuits and devices and enclosure shielding and functional group
performance. A complete data base for level Ef, for example, would
include all types of devices and circuits that could or would be used in
a specific functional group, together with other data bases defining
their possible state (E2), characteristics, and parameters (E3) and how
they connect or interact with other devices or circuits in their
functional group (E1). Where important, information in this data base
may be required that Tinks one functional group to another (E1) through
a common device. For example, a current transformer provides a link
between the power-delivery functional group and the protection and
‘control functional group.

Data bases for specific functional groups (D@ and below) then
become subsets of information describing a large part of the subsystem.
Listing of functional groups and overall performance data of -a
functional group are such a subset (C3) of the data bases defining the
subsystem. In conjunction with this data base are those describing the
initial state of the subsystem, and subject to change with time during
the assessment (C2), and information about the spatial location of the
subsystem (C1) providing the 1ink to the field equations on an aggregate
standpoint. As mentioned previously, the spatial data base (D1) may be
the same as, or similar, to (C1). Data base C2 provides a link in time,
a "test point," with states of other subsystems for the assessment at
the power network level.
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At the level of the complete power system are additional data bases
defining its boundaries and contain information about electrical
interconnections and communication links within its confines and with
other power system networks (B1), initial and subsequent operational
states of the power system as "test points" to other power systems
through information across interconnections and communication Tinks
(B2), and the listing and performance data of subsystems making up the
power system of interest (B3). Figure 84 illustrates typical
operational states of the power network.

4.4 Summary

The HEMP assessment methodology presented herein begins with a
defined high-altitude burst scenario, and a defined power network
configuration and set of initial conditions. This assessment concludes
at an elapsed time of two seconds after the burst event with an
assessment of the probable new state of the systems under evaluation.
This output states of the systems serve as the new set of initial
conditions for the associated MHD-EMP methodology described in Volume 3
of this report series. The above break between the initial HEMP
assessment and the subsequent MHD-EMP analysis is necessitated by the
change in system vresponse models from those applicable for
high-frequency modeling to those models directed towards very-low
frequency analysis.

The methodology is structured on the basis of a hierarchy of
elements of the power network: systems, subsystems, functional groups,
devices and circuits. The concept of "critical line length," introduced
in Section 3 of this report, combined with a knowledge of power system
time constants, effectively 1limits the topological extent of various
subsystems to be assessed during the time of local HEMP jllumination.

This structure provides the vehicle for data for assessment at
several Tlevels of the partitioning of the power network, or the
assessment itself, to be generated by different groups of experts. The
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proven techniques of fault-tree assessment have been incorporated as
part of the methodology in order to explicity relate cause and effect.
The development of individual fault trees at the subsystem/functional
group/circuits and devices levels is a system-specific task required by
the methodology as part of the assessment process. This development
naturally leads to a definition of specific questions about functional
interactions at the various 1levels. The examples of functional
interaction offered in this section should not be considered as an
exhaustive 1list of the important questions to be addressed in the
assessment.

It is important to note that the HEMP assessment methodology has
been intentionally developed as to remain "transparent" to the quality
of the data. This approach places the uncertainty of the assessment
results as a function of the uncertainty of the "stress and strength"
data and not of the assessment process.
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5. HEMP CODES, MODELS AND EXPERIMENTS

5.1 1Introduction

This section briefly discusses technical issues concerning:
1) feasibility of digital code development, 2) power system device and
apparatus models, and 3) an experimental program to support model
development of HEMP interaction with civilian electric utility systems.

The digital code development is presented as a series of code
modules operating within the assessment methodology. The individual
codes are used in conjunction with human analysis and evaluation.

The principles of device and apparatus modeling are discussed in
terms of "external" models: the device is replaced in the model circuit
by the relevant 1lumped parameter elements. In the case of power
apparatus, the effects of equivalent shunt capacitance at the device
terminals are explored in order to understand the relationship between
open-circuit voltage and applied terminal voltage. The subsection also
discusses the attributes of various "strength" models for equipment.

The subsections conclude with a discussion of the types of
experiments required to verify the external models and/or determine the
nature of device failure under HEMP environments.

5.2 Digital Code Development

The assessment methodology, presented in Section 4 of this report,
anticipates the development and/or use of several digital codes in
support of the assessment process. It is not intended that the total
methodology should, or can be accomplished as a single, unified
simulation code. The methodology incorporates specific code modules as
analysis tools to explore the interaction of HEMP and the power system.

The digital codes incorporated within the methodology can be
divided into three categories:
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) HEMP Environment Code
) HEMP Interaction and Device Response Codes

. Functional Group, Subsystem and Power System
Response Codes

The HEMP Environment Code translates a given high-altitude nuclear
burst at a known Tlocation to the corresponding spatially local HEMP
environments experienced at subsystem geographic locations within the
area of direct illumination. The HEMP interaction codes translate the
local incident field into a corresponding set of transient stresses
experienced by the functional groups/devices within each subsystem.
Device response is then obtained by stress/strength comparison of
relevant data files. Power system response at later times employs a set
of functional groups, subsystem and system-level response codes. These
response codes are recursive in time and yield the prospective state of
the system necessary to begin the MHD-EMP methodology. Attributes of
the digital code development are discussed in the following subsections.

5.2.1 HEMP Environment Code

The Tocal HEMP environment code is necessary at the start of the
HEMP assessment. The code requires, as an input, information concerning
the geographic location of the nuclear burst (X-Y spatial coordinate and
height of burst) and the spatial coordinate locations of the subsystems
at which the local HEMP environment-is required in the assessment. The
code computes each Tlocal environment and creates an output file
containing the following descriptions for the local incident fields at
the specified locations:

. Waveform
'3 Angle of Incidence
) Fractions of Polarization
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The above descriptions are discussed in Section 2 of this report.
It is anticipated that the code will be valid for the continental United
States. For assessments requiring sensitivity analysis of incident
field parameters or a single "threat" environment, the output file can
be directly constructed. An elementary flowchart for this code module
is shown as Fig. 85.

5.2.2 HEMP Interaction and Dévice Response Codes

The next series of codes required to support the methodology
operate on the local HEMP incident field environment at a subsystem of
intereéf to. calculate the expected stress and/or 1local fields
experienced by devices within functional groups. These coupling and
interaction codes will be developed from the formulas presented in
Section 3 of this report. The conducted stress at the device terminals
of interest are formatted in terms of appropriate voltage/current
transient drivers.

The calculated device stress is then compared to the appropriate
device strength and device state files to estimate probable device
responses. These assessment comparison codes allow for the translation
of stress and/or strength data to a common base for comparison. The
output files of this set of code modules are the time-dependent device
responses. An elementary flowchart of these code modules is shown as
Fig. 86. It is planned that existing computer codes used as part of the
Phase I research will form the basis of this portion of the Phase II
code development.

5.2.3 System Response Codes

The code modules required in thi§ portion of the methodology
accept, as input data files, the device response data and the system set
of initial conditions. The devices responses are entered into a fault
tree assessment code to estimate the functional group response within
any subsystem. Additional code modules examine the interaction between
subsystems in order to estimate total system response as a function of
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time. An elementary flowchart for this set of code modules is shown in
Fig. 87.

The system response codes will not require extensive original code
development. Existing fault-tree solution codes developed for nuclear
power plant risk assessment are applicable to functional group analysis.
In addition, system response codes for load flow, short-circuit and
system stability can be adapted from existing software.

5.3 Equipment Models

The complexity of early-time HEMP equipment models dis a function
of: 1) the spectra of the surge and 2) the level of the assessment.
For a system level assessment, equipment can be represented by an
equivalent "external" network of lumped elements. Such external models
may take the form of a single, shunt capacitance, an R-L-C equivalent
network or the appropriate surge impedance. For example, in lightning
studies, rotating machines have been successfully modeled as surge
impedances.

This subsection discusses the implications of external model
representation, in particular shunt capacitance, as a modifier of HEMP
voltage stress at the equipment terminals. The subsection continues
with an example of the development of internal, distributed models
applicable to power transformers. The subsection concludes with a
general discussion of equipment performance criteria for HEMP stress.

5.3.17 External Models

In Section 3 of this report, the HEMP induced surge at a location
of interest has been presented in terms of a calculated open-circuit
voltage or short-circuit current. The presence of shunt capacitance at
this location of interest will reduce the value of the actual terminal
voltage impressed across the equipment from the HEMP open-circuit
calculation.
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An example of this effect is shown in Fig. 88. This fiqgure
comparés the voltage variation for HEMP and 1.2x50 us standard lightning
surge at the end of a 241 meter transmission line as a function of shunt
capacitance. Figure 89 shows the complete HEMP voltage waveforms for
select values of shunt capacitance. For a given value of capacitance
the reduction of voltage magnitude is more pronounced for HEMP waveform
due to the higher spectral content when compared to standard lightning.

More complex external, equivalent models for equipments include
inductive and resistive elements as well as shunt capacitance.
Neglecting any resistive element, the examples shown in Fig. 89 have
been expanded to include series inductance in the model. Figure 90
shows the variation of terminal voltage for different values of
inductance assumed in series with 100 pf of shunt capacitance. The
voltage waveform is seen to be a strong function of the LC combination.

In the absence of specific, measured data for power delivery
equipment, estimates of lumped, equivalent capacitance can be obtained
from Industry Standards such as ANSI/IEEE Standard C37.011 (1979) [41].
These representative values are the result of a survey of manufactures
by the IEEE Power Circuit Subcommittee, Working Group on Transient
Recovery Voltages. It should be noted that the values contained in the
above ANSI Standard are based on power frequency measurements.
Additional investigation is required to determine what correction factor
may be necessary to adjust this data to the frequencies of interest. An
example of such capacitance data for power transformers is shown in
Fig. 91 [41].

5.3.2 Distributed Models

Distributed models for power equipment at HEMP frequencies are
concerned with the modeling of the internal, distributed shunt and
series capacitive elements within the equipment. This subsection
presents the example of the power transformer.
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Fig. 88. The induced voltage at the end of a 241m long
conductor 12.3m above ground due to a) HEMP (¥=30°,9=0°,
vertical polarization), b) 1.2x50 us standard 1ightning

wave,
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For many power transformers, the capacitive network can be
represented by the ladder network for a winding divided into n segments,
as shown in Fig. 92, where:

HS is the total interwinding capacitance of the HV winding,
LS is the total interwinding capacitance of the LV winding,

C

C

CHG is the total capacitance of the HV winding to ground,

CLG is the total capacitance of the LV winding to ground, and
C

HL is the total capacitance of the high voitage winding to the
LV winding.

The ladder network can be simplified to the approximate equivalent
circuit shown in Fig. 93, where:

C,-tC

+
He oL
a0, = -Na HL (160)
H Cs
C, +C
o = —p—L ' (161)
LS
C, +C
o = —o ML (162)
LS
C..4Cui  C
_ CugtCy Cys
CusE® —sinh ay (163)
C, +Cy C
et S
CLse™ —sTmh o (164)
CHGE _ CHG C ?Eg ] 1/2 cosh oy -1 (165)
HG ~HL sinh o
| H
CHLE _ CHL i CEE 1/2 cosh oy -1 (166)
HG CHL sinh a,
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Fig. 92. Equivalent high frequency circuit of a
two winding transformer (HV and LV).
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(167)

CLS 1/2 cosh o -1
LG “HL

C =C —_—
LGE LG [ C, ~*C sinh o

The use of «, in Equations (165) and (166) 1is appropriate for
determining the effect of a voltage source applied at the HV terminals.

Similar simplified high frequency equivalent circuits can be
developed for most power transformer geometries for which the equivalent
capacitance network shown in Fig. 92 does not apply.

The equivalent circuit for one phase of avtwo winding transformer
js shown in Fig. 94 where the lead inductances, LH and LL’ of the high
voltage and low voltage loads, and the bushing capacitances, CHB and

o
LB
equivalent circuit of the windings shown in Fig. 93.

, of the high voltage and low voltage bushings have been added to the

The inductances and capacitances shown in Fig. 93 and 94 may be
calculated from the transformer test data and geometry data which might
be available from the manufacturer. '

5.3.3 Model Tests

There are two types of tests that can be performed to help
determine and/or validate the appropriate electrical models required by
the assessment. These tests are: 1) repetitive pulse tests and
2) frequency response tests. Both kinds of tests are designed to be
non-destructive to the equipment under evaluation.

Under the repetitive pulse test a constant, low voltage surge is
applied via a repetitive pulse generator and the terminal response is
measured for different prospective waveforms. The variation of the
front and tail of the surge yields information as to the external model
of the equipment at frequencies of interest.

The frequency response test is an injected CW experiment designed
to investigate the transfer function characteristics of circuits and
equipment. A constant voltage (current) input is progressively injected
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through the frequency bandwidth of interest. The output signal is
compared to the input using a spectrum analyzer to obtain both gain and
phase relationships. The tests also give an indication of the natural
resonance frequencies for the circuit or equipment under investigation.

It is anticipated that the Phase II research will include a select
number of repetitive pulse and frequency response experiments for
generic types of power equipment as part of the development and
validation of circuit and equipment models.

5.3.4 Equipment Failure Models

A very important aspect of the assessment process is a knowledge of
how devices might fail due to HEMP interaction with the utility system.
For the purpose of this report, device failure is defined as a device
change of state due to damage and/or misoperation which results in an
immediate or time-delayed undesired response on the power system. This
device change of state may be permanent or temporary in duration.

As discussed by Vance and Morgan [42] the threshold of device
failure is related to the HEMP associated electromagnetic stress that
produces such unacceptable performance. The specification of a
threshold for any devices requires: 1) the definition of unacceptable
performance, 2) the physical 1location where the threshold stress is
defined and compared to device strength, and 3) definition of the
appropriate stress parameters,

For power system devices and circuits, with the exception of
self-restoring insulation systems, the actual threshold of failure is
rarely determined by experimentation. Device design and testing is
based on the specification of some ‘“withstand" capability; a
standardization stress applied in a prescribed manner for which no
unacceptable change of state is observed. An example of standard power
system definitions concerning electrical insulation strengths are
documented 1in Appendix F of this report. Existing Surge Withstand
Capability (SWC) criteria for protective relay systems are documented in
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ANSI/IEEE €37.90 [43]. By definition, the stress withstand capability
for any equipment is less than the failure threshold. The margin
between withstand and failure threshold is usually unknown.

An important task in the Phase II research is anticipated to
involve the correlation of existing device withstand criteria to the
dielectric, thermal and/or noise stress produced by HEMP., In the case
of self-restoring insulation systems, the HEMP breakdown voltage stress
may be investigated by direct experimentation subject to the limitations
of the generation and -measurement of surges having nanosecond fronts.
It is anticipated that the prospective waveshape and magnitude for such
experiments will be developed as part of a HEMP parametric study task of
the Phase II research. A limited, possibly destructive set of
experiments for select equipment may be necessary to correlate existing
withstand performance to prospective HEMP stress.
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6. CONCLUSIONS AND RECOMMENDATIONS

Phase I research to investigate the effects of HEMP on civilian
electric- utility systems indicates that the HEMP environment may
interact with all aspects of the system. In preparation for Phase II
preliminary risk assessment, a methodology applicable to electric power
systems has been developed. This methodology anticipates the necessary
environmental and power system data bases, system response mechanisms
and power system analysis techniques necessary to conduct quantitative
assessments.

In the areas of HEMP environmental definitions, power system
responses, methodology development, and systems analysis, the following
conclusions are presented: ' '

1. In electric utility, system-level analysis, the environ-
mental description of early-time HEMP incident fields
should retain the spatial variation of: 1) waveform,
2) angle of incidence and 3) polarization as functions of
burst location. The methodology supports sensitivity
analysis of the above parameters on the major subsystem
level.

2. The existing, unclassified data for intermediate-time
HEMP incident fields are not sufficient to develop a
system-level environmental description to the same
confidence level as early-time HEMP. Section 2 of this
report presents an initial effort by the authors to
represent intermediate-time HEMP within the methodology.
The description contained herein has not been critically
examined for credibility.

3. For power system assessment, HEMP excitation of elec-
trically-long lines and conductors can be quantified by
TEM transmission line techniques in lieu of scattering
theory. This conclusion is based upon the comparisons
offered in Section 3 of this report.

4, The nature and time-duration of initial power system
response to HEMP excitation is such that major-subsystems
can be initially assessed as a parallel set of tasks.
The concept of "critical line length" combined with power
system time constants supports this conclusion.
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5. A major uncertainty in the assessment of power system
functional groups, circuits and. devices is caused by the
lack of existing "strength" data bases on power system
equipment to allow direct comparison to HEMP stress. A
major effort is required in Phase II of the research
effort to develop such data bases. The methodology
presented herein has been developed so to be "trans-
parent" to the quality of the data.

6. The use of "fault-tree" assessment techniques provides an
existing, structured methodology to examine the inter-
action of functional groups, devices and. circuits.
Fault-tree development requires the interactive partici-
pation of cognizant power system engineers.

7. A significant digital code development effort is required
to efficiently incorporate the coupling techniques and
environmental parameters, discussed in Section 2 and 3 of
this report as part of the methodology.

8. Existing power system analysis codes for: 1) short-
circuit studies, 2) load flow studies, and 3) stability
studies can be, with modification, directly incorporated
into the HEMP assessment methodology.

Phase I investigation of HEMP interaction with civilian electric power
systems has revealed several areas of additional research necessary to
better 1imit the assessment uncertainty. The recommendations are beyond
the anticipated scope of work for Phase Il research.

The recommendation for additional research are:

1. Additional investigation as to the effects of corona on
early-time HEMP interaction with overhead lines. This
effort should incorporate experimental validation of
analytical results.

2. Specification and implementation of a test program to
illuminate power system facilities, or components, using
free-field HEMP simulators.
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Detailed development of an unclassified, unified HEMP
environmental definition, incorporating intermediate-time
HEMP, applicable for power system assessment.

Development of integrated EMP environmental descriptions
applicable to investigations which consider simultaneous
or time-spaced, joint high-altitude and surface burst
events.
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APPENDIX A

EMP Excitation of Multi-Wire Transmission Lines

In attempting to perform an assessment of the effects of an
electromagnetic pulse (EMP) on a distributed power system, it is
convenient to model above-ground power and distribution Tlines as a
single-wire line over a lossy half space, as in Reference [A1]. In most
cases, however, the resulting analysis is only approximate, since the
real power line usually consists of three or more conductors.

In this appendix, the formal analysis for a field-excited
multiconductor line is reviewed. For simplicity, the line is taken to
be lossless.

Consider a Tlossless section of multiconductor transmission line
having sources, as shown in Fig. Al. The length of the line is denoted
by & and it contains n wires, located over a ground plane which is taken
to be the reference conductor. The n wires are required to be parallel,
but not necessarily coplanar. For such a 1line, its electrical
properties are determined by a capacitive coefficient matrix, (Cﬁ,m)’
and an inductive coefficient matrix, (Lﬁ’m), which depend only on line
geometry and dielectric properties around the line. For this Tline,
these matrices are nonsingular matrices of order n.

As discussed in Reference [A2], the voltages and currents on this
line without sources must obey a coupled set of partial differential

equations as:

a gz O ) (4 ) ((y(z))

%z (1,(2,5)) (€ ) (0, ) \(1(2,5))

(A1)

where the notation (Vn) represents an n-vector for the line voltage
between the n conductors and the ground plane, and a similar notation
holds for the current. The parameter s is the complex frequency
variable, and the prime represents a Laplace transformed quantity.
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Fig. Al. Section of multiconductor transmission line.
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Equation (A1) can be manipulated into two separate equations for
voltage and current vectors. The current equation becomes:

g 2 2,01 .
o (I (zs) -s (Ch ) (Ln,m) (I,(z,s))

(0)  (A2)

which is a one-dimensional wave equation for the n-vector current.

For a lossless multiconductor line in a homogeneous region, the
matrix product (Cﬁ,m) (Lﬁ,m) in Eq. (A2) is diagonal and the individual
elements of the curent n-vector are themselves a solution to a simple
wave equation: |

2 S2 (
—, I (zss) - I (z,s) =0
az2 n V2 n

where v is the velocity of wave probagation on the line. Note that this
neglects the effects of the lossy ground plane on the wave propagation
on the multiconductor line.

A more general line, however, does not have a diagonal result for
the (Cﬁ,m) (Lﬁ,m) matrix, although it is possible to diagonalize it
through the use of a nonsingular nxn transformation matrix, denoted by
(Tn,m)’ which consists of the current eigenmodes, (¢n)i’ as columns.
The ¢n's are solutions to the eigenvalue equation:

s%(c! (A3)

' _ .2
) (L ) (6 =72 (o)

sm n,m n’i i

th

where y? is the i~ eigenvalue corresponding to the eigenmode (¢n)i'

By introducing a change of variables as:

(1,(z:8)) = (T, ) (i (z,8) - (A4)



254

where (in(z,s)) represents the modal currents, the wave equation for the
modal currents becomes:

L, iplzes) = SEm 07 en ) (L ) (T ) G)
(AS)
= vy )% (i)

where (yn m)2 is a diagonal matrix containing the yiz terms as elements.
)2 in the Eq. (A5) is diagonalized, the
solution for the modal currents can be expressed directly as exponential
functions of position, and the total solution for the 1line currents

becomes:

Since the matrix (yn n

(1(z,8)) = (T, ) (%'(Yn,m)z (af) + eOVn,m)? (a;>> (h6)

where (a;) and (a;) are N-vectors which define the amplitudes of each of
the propagating modes on the 1line and which depend on the 1line
termination and excitation. The terms ei(yn m)Z are diagonal matrices

“having as elements eiyiz, where Y; = + Y?-

A similar development for the line voltage (Vn(z,s)) can be carried
out to determine voltage modes and a propagation equation similar to
Eq. (A6). By defining a characteristic impedance matrix as:

(g )= s T ) b ) (T )™ ()

the 1ine voltage N-vector can be expressed using the same constants (aﬁ)
and (a;) as in Eq. (A6):

-(v )z
(Vy(z:5)) = (Zg ) (T, ) <% (o) - e (o)’ <a;>>
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The unknown constants (a:) and (a;) are determined by taking into
account the loads at each end of the line, as well as the excitation.
Consider the line shown in Fig. A2, which has lumped voltage and current
sources at z=z, as well as Toad impedances (Zln,m) and (ZZn,m) at z=0
and z=2 respectively. On the section of the line 0 <2<z Eqs. (A6) and
(A8) are valid, since this section of the 1line is source-free.
Similarly, far zsgggg similar equations are valid, but with different
constants, (ai). By relating (Vn(z,s)) to (In(z,s)) at z=0, and z=%
through the load impedance matrices and by relating the discontinuities
of (Vn(z,s)) and (In(z,s)) to the voltage and current sources at 2=z, @
set of linear equations can be developed with the (an) constants for

each section of line as unknowns.

0f special interest are the load currents, i.e., (In(O,s)) and
(In(z,s)). Using the solutions for the (an) as well as Eq. (A6) for z=0
and z=2%, the Toad currents may be expressed as:

(1,(0,5)) (p,) * (17 ) (0 )
(1,(2,5)) (0 ) (g, + (T, )
(A9)
_ 1 T .
() (T eWnm¥(r 7! (17(s))
(v )2 -1
(T & ™™ (T ) rp ) ) | (17(5))]

where (Gn,m) is a diagonal unit matrix and the terms (I:(zs,s)) and
(I;(zs,s)) represent the source terms for the positive and negative
current traveling waves on the multiconductor line. Those are referred
to as combined current sources, since they have the dimension of current
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Fig. A2. Single length of multiconductor transmission
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but arise from both the applied vo]tége and current sources at z=z. In
this equation, the terms (Fln m) and (P2n m) are generalized current
reflection coefficient matrices given by:

-1
(ry )= [(zy )+ (Z. ) . (z, )-(z. )
]n,m ]n,m cn,m ]n,m Cn,m (A10)
for the load at z=0, and similarly for (F2n m) at z=2 with (Z2n m) as
the 1load impedance. As defined previously, (Z ) is the

characteristic impedance matrix of the line. enam

Notice that the matrix equation in Eq. (A9) has, as its elements,
matrices. Thus, it is referred to as a super matrix equation. The
double dot operator (:) is used to signify the product between two super
matrices by first treating the super matrices as if they were regular
matrices and then performing matrix multiplications for each of the
individual multiplications of the super matrix product.

The form of the source terms in Eq. (A9) can be shown to be:

(15()) = 3 (T, )-e (Y"’"‘)Zs.ﬂn,m)" : (zcn’muv,‘,s)(zs,s))
+H108)(z,5)) A
and
s Lo e T g g CAR NSNS
- (183 (z,s)) (M12)

With these source terms, the terminal response of the transmission
1ine can be determined for lumped voltage and current sources at z=z.
For field excitation of the transmission 1line, it is necessary to
consider distributed excitation, as opposed to the discrete excitation
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discussed above. This can be regarded as a simple extension of
Egs. (A11) and (A12) by integrating over the source terms (Vés)) and

(Iés)). Doing this, the combined current sources become:

) (v,
e = 3 e 7 s
A13
+ (1) (e,s)) | ae A3
) (v, )(2-E) -
(1*(s)) = %/0 (T, e ™" -<Tn,m>']-<ch,m>'1-<"r‘,(s)<€’5”

Al4
18,80y | e (e

which follows directly from superposition. Notice that now the voltage
and current sources are per-unit-length quantities, and hence denoted by
a prime. These quantities must be determined given a knowledge of the
incident electromagnetic field on the line, as well as a knowledge of
the transmission line cross-sectional geometry.

The determination of these sources is discussed in detail in
Ref. (A3). There, the per-unit-length current and voltage sources on
each wire of the multiconductor line are related to electric and
magnetic field quantities through the relations:

1)) = - siey ) (B9 ) . 7)) (A15)
and
I(S) _ - ’ ot
vz )] = sy (R x2) CAO%(z) (A16)
where ?¢°t(zs) and TO¢ (zs) are the total electric and magnetic fields

exciting the line. These are determined by removing the multiconductor
1ine and evaluating the sum of the incident and ground-reflected fields
in the vicinity of each of the wires in the line. For a perfectly
conducting ground plane, these are given as:
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tot - g [2(Einc .H)] (A17)
and
A%t = (k x n) [z(E x n) . H*"C] (A18)
where ; is the unit normal to the'ground plane, Einc and ﬁdnc are the

incident electric and magnetic fields and k is the direction of propaga-
tion of the incident field. For the case of an imperfectly conducting
ground, these last relations must be modified to include the well-known
plane-wave reflection coefficients.

The vector b in Eqs. (A15) and (A16) are the "field coupling
vectors" as defined in Ref. A3. As shown in Fig. A3, for each wire, n,
the parameter ﬁh is a vector normal to the ground plane and terminating
at the geometric center of charge when the nth
charge Q placed on it and with all other conductors having zero net
charge.

wire has an arbitrary

Generally the determination of these field coupling parameters
involve solving a set of auxillary quasi-static problems, defined by the
geometry shown in Fig. A3. In the case of overhead power lines,
however, the conductor radius is always much 1less than the phase
conductor separation and height above the ground, which implies that the
field coupling parameters are simply the wire height above the ground
plane.
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APPENDIX B

Numerical Examples Showing The Response
- of A Single Line Above Ground to HEMP Fields

B.1 Introduction

This appendix contains numerical solutions of the -equations
presented in Section 3 for a single line above ground excited by a
HEMP field. A vertically polarized HEMP field was used in most of the
examples since this polarization generally produces a larger response
than horizontal polarization.

The examples contained in Section B.2 show the effect of variations
in parameters such as waveshape of the HEMP field, angles of incidence,
conductivity of the soil, height of the 1ine, and lTength of the line on
the response of the line.

Section B.3 shows how HEMP fields can be separated into their
horizontal and vertically polarized components, the response calculated
for the two éomponents separately, and the total response determined by
combining the responses for the two components. This approach works if
the system is linear. |

Section B.4 gives the response of transmission lines at eight
different geographic points for a HEMP burst at a specific Tlocation.
The actual HEMP fields that would be produced at these points per
currently available information is used in calculating the responses at
these points. The response at one of the points is calculated for an
assumed intermediate time HEMP waveform.

In Section B.5 a time domain solution is shown that takes into
account the effects of transmission tower flashovers.
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B.2 Effect of Variations in Parameters on The Response
to Vertically Polarized HEMP Waves

In this section the effects of variations in parameters such as
HEMP waveshape, angles of incidence, conductivity of the soil, and
height and length of the line are examined.

Effect of Waveshape of the HEMP Electric Field

The magnitude and waveshape of the induced voltages and currents on
conductors depend on the assumed waveshape of the incident HEMP electric
field and the characteristic of the ground (lossy or perfect). To
illustrate this, consider an incident HEMP electric field plane wave
incident at an elevation angle, ¢, of 40 degrees and orijentation or
azimuth, ¢, angle of 0° on a long conductor, 10 m above ground. Assume
that the incident field can be represented by a double exponential
waveshape of the form:

E1nc = E (eeat _ e—Bt) (B1)
whereby, E is a constant, kV/m.

1/a is the fall time constant, in sec.
1/8 is the rise time constant, in sec.

Lossy Earth

Figure B1 shows the variation in the peak open circuit voltage
(Vocp) at the end of the conductor for seven different figl tiTe
constants (different as) while keeping B constant at 4.76 x 10° sec .
Figure B2 shows the variation of the tail of open circuit voltage (Voc)
(time needed for waveform to reach 50% of the peak) as a function of the
tail of the incident field. Figure B3 shows the variation in VOc for
seven different rise time constants (different Bs) while keeping o

constant at 4.00 x 106 sec']. Figure B4 shows the seven different field
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Fig. B4b. Normalized response of a lossy conductor, 10 m
above a .01 mhos/meter conductivity when excited with the

waveforms of Fig. B4a. The incident fields are assumed to
be vertically polarized, with y=40°, ¢=0°.
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waveforms and the corresponding complete response for Tong conductors
(responses in Fig. B4b correspond to fields in Fig. B4a). Ground
conductivity is considered to be .01 mhos/m.

It is apparent from the above figures that the peak magnitude of
the induced voltages on conductors, over lossy earth, is affected
strongly by the fall time constant and weakly by the rise time constant.
The wider the pulse, the Tlarger the section of conductor near its
terminals over which distributed sources add in phase resulting in a
larger voltage. To illustrate this numerically, a regression analysis
on the peak magnitude of VOcp
of the incident HEMP against the two constants given .in the following
results:

for the given conductor and polarization

(B2)
- 1 .277 N . ps
V. =66.4 — kV per kV/m incident electric field
ocp o .
(B3)
Vocp = 43.58 + 585.936 %— kV per kV/m incident electric field

whereby, 1/a_and 1/8 are the time constants expressed in microseconds.

Vocp can also be expressed as a function of the tail of the incident.
wave by the following expression:
| (B4)
p-3229 kV per kV/m incident electric field

VOcp =78.37 1 |

T is the tail of the incident wave in microseconds.

As is expected, the wider the incident wave, the longer it takés to
reach peak magnitude, and the longer the tail of the resulting induced
voltage on the conductor. This is illustrated in Fig. B4b.
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Perfect Earth

For a perfect (lossless) ground, the effect of a wider pulse
affects the tail of the induced voltage only, leaving the peak and time
to peak unchanged. The effect of changing the rise time constant of the
incident wave on the induced voltage over perfect earth is minimal.

Waveform Used In the ITlustrations of This Report

Unless otherwise indicated, the waveform labeled as the "Bell Labs"
waveform 1in Table 2 of Section 2.5 will be used for all numerical
examples throughout this appendix. The use of the results presented in
this section, however, should enable the reader to estimate the
responses to an arbitrary waveform. A1l results are also normalized to
1 kV/m incident electric field strength.

Cross-Reference Between The a and B Parameters and The Front

and Tail of Waveshapes

In power analysis it is more customary to represent waveshapes as a
function of two different times: The front and tail, as in Fig. B5. To
measure the front, a straight line isldrawn on the front through two
‘points: the points at which the waveform is equal to 30% and 90% of its
crest value. The point of interaction of this line with the time axis
is called "Virtug] Origin," and all times are measured from this point.
The time between the virtual origin and the time defined by the inter-
section of the straight line and a horizontal line drawn at the crest is
defined as the front, TF. The front can better be defined by simply
stating:

TF = 1.67 (t90't30) (B5)
The tail, or time to half-value, is the time, TF, between the point
at which the wavehape decreases to half the crest magnitude and the
virtual origin. The front and tail are normally written in two ways
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TF/TT or TFxTT. The rate-of-rise of the impulse, or more properly the
virtual rate-of-rise is defined by the rate-of-rise of the line shown
through the 30%-90% values above.

Figure B6  illustrates the dependency of the tail, TT, on the
time constants of a double exponential waveform of the form
Equation (B1). In this figure B is maintained constant at 4.76x108
sec'] and 1/0 varied from .02 to .3 microseconds.

A more general idea of how the front and tail vary with a and B is
shown in-Fig. B7. This figure shows the ratio of tail time, TT to the
front time, TF as a function of ratio of the two time constants.
Bewerly, in Ref. [B1], presents a set of curves and a method to
construct a double exponential waveform from TF, TT and the peak
magnitude, and vice versa. These curves are shown in Fig. B7. The use
of Fig. B7 is illustrated through the following two examples.

Examples on The Use of'Figgre B7

a) TF, TF and E] specified

Determine a double exponential expression of the form of
Equation (B1) to fit a .009/.101 ps waveshape with unity peak
magnitude.

For a TT/TF = 11.22 Figure B7 gives a B/a = 60

For B/a. = 60 , aTF = .070 and E]/E = 1.087

6 sec'] , B= 467x108 1

Hence o = 7.78x10 sec ', E =1.087
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b) «,B and E specified

Let o = 30x10% sec”! g/ = 15.86
B = 476x]06 sec']
E =64.25
From Figure B7, we get:
TT/TF = 5.2 TF = ,0063 us
a TF = ,158 TT = ,032 us
E./JE = .78 E.I = 50

Effect of Angles of Incidence

The. elevation and orientation angles of incidence of the HEMP plane
wave affect the response induced on conductors. As illustrated in
Figures B8 and B9, the response of the conductor increases with
decreasing elevation and excitation angles of incidence. The results
shown in this figure, however, should not be extrapolated for elevation
angles much less than 30, for reasons discussed below. Figure B10 shows
a typical variation of the tail of the open circuit voltage as a
function of the elevation angle.

Case of Grazing Angle of Incidence

If the elevation angle, Y, approaches 0 degrees, with the HEMP
plane wave oriented along the conductor (¢=0°), the response of a
semi-infinite line as obtained with the general equations presented in
Section 3.2 becomes very high if the magnitude of the HEMP field is
assumed to be constant along the line. In fact, for low loss, long
lines, both voltage and current can approach infinity.
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1207

Fig. B8. Normalized open circuit voltage at the end.
of a Tong line 10m above a 10”3 mhos/meter conductive
ground. ¢=0°, vertical polarization.
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Fig. B9. Effect of elevation and orientation angles on the
peak open circuit voltage at the end of long lines of height
10m above ground. Ground conductivity = .01 mhos/meter.
Vertical polarization.
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Fig. B10. Typical variation of .the tail of the open
circuit voltage of a Tong conductor 10m above .01 mhos/m
earth for different elevation angles, y. Orientation
angle of the conductor is set at O degrees. Vertical
polarized incident field.
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However, when the angles become small, the critical 1line 1length
becomes large and the assumption that the magnitude of the HEMP field is
constant along the entire length of the line becomes questionable. The
solution method should be modified to use the actual magnitude of the
field along the line.

Effect of Height Above Ground

The height of a conductor above ground affects the voltages and
currents induced on it due to HEMP. Figure B11 shows the affect of
height on the voltage induced due to vertically polarized HEMP plane
wave, for a ground conductivity of .01 mhos/m. Figure B12 shows the
variation in the peak magnitude of the induced voltages due to different
conductor heights and different ground conductivities.

From the above two figures it can be concluded that:

° Only for perfect (lossless) ground, is the induced
voltage zero at ground level.

. The effect of height 1is more pronounced for more
conductive ground, i.e. the incremental increase in
voltage due to an incremental increase in height is less
for lower ground conductivities. Said in another way,
the ground effect is more important than the height
effect for less conductive grounds.

] As the height of the conductor above ground increases,
the voltages for ground conductivities of .1 mhos/m or
more approach those calculated assuming perfect ground.

Effect of Ground Conductivity

The induced response on an aerial conductor is a function of the
tangential electric HEMP field (the resultant of the incident and the
ground reflected fields). If the ground is considered as a perfect
conductor (o=« mhos/m or p=0 m-ohms), the resultant field is zero. 1In
this case, the peak voltage is reached when the reflection from ground
arrives at the conductor given at t=2hsiny/c, where h is the height, vy
is the elevation angle and ¢ the speed of light. As the ground becomes
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less and less conductive, the cancellation is less complete and the
resultant tangential field increases, increasing with it the peak
voltage at the end of the conductor. The time to reach the peak voltage
is no longer coincident with the arrival of the ground reflected field.
The Tower the conductivity, the longer it takes to reach peak voltage,
assuming a long conductor. Figure B13 shows the effect of ground on a
long conductor due to a vertically polarized HEMP plane wave.
Figure B14 shows the effect of ground for horizontally polarized HEMP
plane wave. These two figures illustrate that the ground effect
coupling to vertical polarization is considerably greater than the
coupling to horizontal polarization. Figure B15 shows a typical
variation of the open circuit voltage for long lines as a function of
ground conductivity for vertical polarization.

Critical Line Length

The concept of the critical line length for a single conductor is
présented in Section 3.2.1.3. Formulas for determining the critical
line length are given in Equations (64) and (65).

The effects of the line length on the response is illustrated in
Figures B16 and B17. As illustrated by these figures, the responses are
identical to those for the semi-infinite case up to the time
t=L/C(1-cos ¢ cos ¢).

B.3 Systematic Method to Calculate Response Due to
Arbitrarily Polarized HEMP

There are at least two ways to calculate the response to arbitrary
HEMP polarization. In the first method, one finds the resultant
tangential electric field on the conductor due to the arbitrary
polarization by defining a new ground reflection coefficient for the
electric field. The resultant field is then integrated along the
conductor to find the response. This method leads to the correct
response, however, it may be very complex.
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An alternative method to do this task is presented here. This
method is based on the principle of superposition. This method can be
described as follows:

° Break the incident electric field to vertically and
horizontally polarized components as determined from
Figure 7 and Equations (9) and (10).

° Calculate the response of the conductor to each of the
above two components independently.

° Add these two responses together to find the total
response.

B.4 Numerical Calculation of HEMP-Induced Responses
at Eight Different Locations With Respect to
Ground Zero of a High Altitude Burst

Introduction

This section of the report presents numerical examples of the
response of eight above-ground 1lines at eight different Tlocations
(observation points) with respect to a ground zero of a high altitude
burst. The relationships and principles of Sections 2 and 3.2 are used
throughout here. The waveforms of the incident field are estimated from
Ref. [B1].

The locations of the selected observation points are shown in
Fig. B18. The locations are all given with respect to magnetic north.
Point #1 corresponds to a location directly under the burst point.
Observation Point #2 1is positioned directly south of Point #1 and is
located in the region of maximum electric field strength. The incident
fields at both of these'points are both horizontally polarized.

Point #3 is located near the horizon, directly west of the burst
point, and has an incident field waveform of a much longer fall time
than the two previous cases. The polarization of the field at this
point contains both horizontal and vertical components.
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Observation point, Point #4, lies approximately southeast of the
burst point, has a waveform similar to that of point #1, but with only a
vertical polarization component of the incident field.

Point #5 is located on the horizon (y=1°), directly south of the
burst point. Points #6, 7, and 8 are also located due south of the
burst at distances that give elevation angles, ¢, of 11°, 14°, and 18°,
respectively. The HEMP incident fields are entirely horizontally
polarized for Points 5 through 8. The polarizations are obtained from
Fig. 7.

Definition of the Incident HEMP Electric Fields at the
Eight Different Observation Points

Reference [B1] describes the variation of the peak magnitude and
time dependency of the electric field as a function of the location of
the observation time with respect to ground zero of the burst. The time
dependency, according to Ref. [B1], is defined as follows. Near the
ground zero, E has a rise time of about 5 ns and a tail of 20 ns. In
the region of max imum peak intensity (i.e., south of ground zero), the
rise time is Jjust under 10 ns and a tail of about 50 ns. Near the
tangent radius due south of the burst, the rise time is somewhat longer
than 10 ns-and tail is about 200 ns.

The dependency of the peak magnitude on the location is illustrated
in Fig. B18.

The maximum field that can be produced by the burst is assumed to
be 50 kV/m for this example, hence, Fig. B19 shows the assumed electric
field waveforms for the different points. The electric field at each of
the different points is assumed to be a plane wave of constant magnitude
along the lines at that point.

In the cases to follow, the relative ground permittivity, er‘is
assumed to be 10. The conductor radius is 2.5 cm, corresponding to a
characteristic impedance of 400 Q@ when the wire is 10 m above a
perfectly conducting earth. All lines are considered to be 1long
(semi-infinite) for simplicity.
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A. Point #1 Responses

For the observation point directly under the burst point, the
incident field on the line is horizontally polarized and arrives with an
angle ¥=90° and any possible value of ¢. For this point, the maximum
induced response is for the case of y=¢$=90°, and these values are used
in the parametric studies presented in Fig. B20.

In this figure, the open-circuit voltage response for two different
line heights of 20 and 10 meters, and for ground conductivities of 0.1,
0.01, and 0.001 mhos/meter are presented.

The effects of the earth conductivity are seen to occur principally
for late times in the response. For times earlier than t=2h/c, where c
is the speed of 1light, there is absolutely no effect on the response by
the earth's conductivity. This is because the reflected field has not
yet had time to effect the line response; only the incident field
excites the 1line in this time. For the angles of incidence used for
this observation point, this time occurs at 0.133 and 0.066 for the
conductor - heights of 20 and 10 meters respectively. This time is
clearly noted in Fig. B20.

B. Point #2 Responses

The second observation point lies directly south of the burst point
and is in a region of maximum electric field intensity. The field is
also horizontally polarized at this point.

As may be noted from Fig. B18, the point of maximum field intensity
occurs at a radial distance of about twice the burst height. Assuming a
locally flat earth, elementary geometrical relationships indicate that
the incident field has an incidence angle of y=26°.- As in the previous
case, the line being excited by the incident field can be positioned on
an arbitrary angle ¢, with the maximum response occurring when ¢=y.
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The calculated open-circuit voltages for the 1ine at this point are
presented in Fig. B21, for two line heights and three conductivities.
As in the previous case, the peak open-circuit voltage occurs for the
largest 1ine height, and the effects of a decreasing conductivity are
seen in an increasing late-time response.

C. Point #3 Responses

The calculated open-circuit voltages for a line at Point #3 near
the horizontal tangent point of the HEMP on the earth's surface are
shown in Figures B22 and B23 for the conductor heights and three ground
conductivities. The incident field at this point contains both
horizontal and vertical polarization components.

The assumed angle of incidence y has been taken to be 10°, and in
each of these figures a parametric variation of the response with the
angle ¢ is presented. As may be noted from the form of the solutions
for both vertically and horizontally polarized fields in Section 3.2,
the vertical response is a symmetric function of the angle ¢ about zero,
whereas the horizontally polarized résponse is an anti-symmetric
function. Thus, the composite response of the Tline to the incident
field at Point #3 exhibits no symmetry about the ¢=0° value.

As in the previous cases, the maximum response occurs for the
larger 1line height and for the Tlowest ground conductivity. Peak
open-circuit voltages of 2500 kV are noted for the ¢=0 case. In
addition, for negative values of the angle ¢, the waveform is bipolar.

Previous studies of 1line responses have indicated that for a
vertically polarized field, the maximum coupling to the 1ine occurs when
the elevation angle becomes small and ¢=0, resulting in a marked
increase in the T1line response. For horizontal polarization, this
enhancement does not occur. Because the HEMP field at Point #3 has both
vertical and horizontal polarization components, it was decided to
investigate the effects of changing the angles of incidence. In doing



295

%
<001 mhos/m
-0l

R
a)
%
1500 4 -_--_- 'QOI mhos/m
— 4
1200 4
900 4
2
600 ¢+
300 1 N
: RCCRE
b)
Fig. B21. Plots of V__ vs. time at location #2 for two

line heights and thre

8cground conductivities. yY=¢=26°.




296

‘.
—— O
400071 ceeenes 10
- 20
—mee =10
— =20
3000t
2000¢
R P
o~ T .
10004 e TITT——
Tl
o 2"y ¥ —
- 2 04 06 oe 10
/.LS
- 1000
a) Og = .1 mhos/m
¢o
- 0
400071 - 10
- 20
caaee =10
— =20
3000+
> A T \\
1000 g =" rweagnnmee e L —
o ‘o" / -~
3 02 04 06 08 0
/.l.l
-1000
b) og = .01 mhos/m
Fig. B22. Plots of V__ vs. time at location #3 for ground

conductivities and 1188
$=10°, h=20m.

orientation angle, ¢.

Elevation angle




297

—-—— 0
40007 1{8
= 3
3000 ¢+
/'——s\\\
. ceees —~—
20001t e RSN .
.. —
> R L bt P ~--- ) \\\‘
= . :-/ - R "" e . ————. meeall '. N
1000+ // ”,f . -~ ——— -
-/ ”/
o £ \ . '
/' 02 o4 06 08 -0
HS
-1000+

c) cg = ,001 mhos/m

Fig. B22. (Continued)




298

Fig. B23. Plots of V
conductivities and 1i

¢o
T —_— 0
oQO0CYTYT 10
- 20
-~ -|°
15004 — -20
t000 1
= : .\\\\\
500 ; Seeenn., \\§§§§
0 06 08 o
Hs
-5004
a) oq = .1 mhos/m
¢°
2000 =T
- 20
----- B
—\ CE—— -
15001 7 TSN
[ .. ~
[ e N
oot £ ~—
2 / ,."l‘:"‘s.s“‘ -~"‘-~-_:_"_‘---.>.__>\
7 ) It DU B P
5w 4?’ ’ " — X ---‘-;';';
'I ————. ———
[
’/
[
-4 + + ~ ~ ~t
H 02 0-4q 06 08 1-0
Hs
-« 300
b) oq = .01 mhos/m

vs. time at location #3 for three ground
R& orientation angle, ¢. ¢=10°, h=10m.



299

kv

2000 T

1500 ¢

1000 ¢

500 -

—_— 0
—-10
—— —— '20
/...’.. . .\\
/ -ﬁ"‘.::.:..-“‘~~- ..""\-..\
¥/ /.// "\.\_:7--___ \\
—
06 08 1-0

c) o, = .001 mhos/m

g

Fig. B23. (Continued)




300

this, it was found that the maximum open circuit voltage on the line at
this point did not occur at y=10°, but at other angles which depend on
the conductivity and line height.

Figure B24 presents the early-time résponses providing the maximum
values of the 1line open-circuit voltage. These curves have been
obtained by sweeping through the angles y and ¢ in steps of 1 degree and
selecting those angles providing the maximum response. It should be
noted that the responses here are substantially larger than those
obtained with ¢=10°. However, these responses are still considerably
lower than those expected if the worst-case excitation involving a
vertically polarized Bell Laboratory were to be used. It is interesting
to note a trend that as the conductivity becomes smaller, the angle y
providing the maximum response tends to increase. Also, the value of
$=0° provides the maximum response.

Response at Point #3 for A HEMP Excitation That
Includes An Intermediate Time Component

Recently, there has been some discussion as to the possibility of
an intermediate time "tail" occurring on the HEMP waveform. Thus,
instead of the incident HEMP appearing as a simple double exponential
there could be an additional component which persists much later in
time. Figure B26 shows a version of such a hypothetical waveform. The
early-time portion of this waveform is identical to that used previously
for Point #3, and an exponential tail having an amplitude of 100 v/m and
a fall time of 1 ms. As given in Equation (13) is appended for the
late-time excitation. Note that because of the rather extreme ranges of
both the time duration and the field amplitude, the data are plotted on
a log-log scale.

For the case of a transmission line located 20 m above the ground
at Point #3, three separate cases have been considered, each
corresponding to one of the three values of earth conductivity. For
each case, the open-circuit voltage response for the line excited by the
unmodified HEMP waveform as well as by the waveform with the late-time
tail has been calculated, and these data are presented in Fig. B27.
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As expected, the early-time peak in the open circuit voltages is
not at all affected by the presence of the late-time tail on the
incident field. However, the 1late time response is considerably
modified, retaining its value for several milliseconds. Although the
amplitude of this late-time portion of the response is low compared with
the peak response (approximately 1 to 2 orders of magnitude lower),
there may be a significant amount of energy delivered to a load, due to
the Tong time that this response exists.

D. Point #4 Re§ponses

Point #4 southeast of the burst point with an elevation angle of
p=80°. At this 1location, the incident field is entirely vertically
polarized. Using the same functional form for the waveform as used for
Point #1, the resulting open-circuit voltage for this point is shown in
Fig. B27. The amplitudes for this location are substantially lower than
those for the 1ine on the horizon.

E. Responses for Points #5 Through #8

In order to obtain more information about how the line response
varies over the surface of the earth, Points #5 through #8 were defined
at various distances to the south of Point #2. These points have
incident fields that are entirely horizontally polarized.

Since the polarization of the incident field is entirely
horizontal, the maximum of the response occurs when the angle ¢ is equal
to y, and this case has been considered for the numerical studies for
Points #5 through #8. Figures B28 through B31 present the calculated
open-circuit voltage on the Tines at these observation points for three
conductor heights and for three ground conductivities. An important
conclusion in examining these data is that the response of the 1line
located at Point #3 is generally larger than those at locations #5
through #8, due to the fact that the vertically polarized component of
the incident field tends to dominate the response there.
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B.5 Non-Linear Response Solution In the
Time Domain

In order to 1illustrate the solution of a problem having a
non-linear solution, a numerical solution for a short transmission line
similar to the one shown in Fig. 37 was obtained for equations presented
in Section 3.2.1.3. The non-linearity involved is that a tower is
assumed to flashover instantaneously if the voltage at the tower reaches
or exceeds the flashover voltage, Vfo‘

The 10 meter high transmission line was 3 kilometers long and
included 10 towers spaced at 300 meter intervals with a 300 meter
distance to the closest tower at the observation point. The footing
resistance of each tower was 10 ohms and a value of 400 ohms, the
characteristic impedance of the 1ine, was used for ZL. A vertically

polarized incident electric field wave having a waveform of
52’500(63-4.0x1061; _e-4.763108t) was used.

The first numerical solution was obtained for an infinite tower
flashover voltage. The results of the second solution, which was
obtained for a tower flashover vq]tage, VFO’ of 1.3 MV, are shown jn
Fig. B32a. Since these results were identical to those of the first
case, which had an infinite flashover voltage, no flashovers occurred.
The reason for this 1is that at an arbitrary point on the line, the
EMP-induced voltage consists of two parts: a positive and a negative
propagating wave. Only at the open end do the two waves coincide and
add to provide the peak observed voltage of 1.6 MV. Elsewhere, the
voltage is roughly one-half of this value, and is not enough to trigger
the tower flashover. If the transmission line was terminated in its
characteristic impedance instead of an open-circuit, the voltage at the
observation point would be one-half of the open circuit value (650 kV).

The negative portion of the wave in Fig. B32a is due to the lack of
distributed excitation of the 1line for values of Z<0. From a
calculation based on the geometry of the line, the incidence angle of
the plane wave, and the propagation velocity of a traveling wave on the

6

transmission line (assumed to be 300x10° m/sec), a traveling wave

initiated by the leading edge of the plane wave striking the line at the
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point Z=0 will reach the observation point located at Z=3000 meters 3
microseconds after the leading edge of the plane wave strikes the line
at the observation point. The negative response between 3 and 4
microseconds is due to the lack of excitation of the line for values of
Z<0.

By reducing the assumed tower flashover voltage to 500 kV, a
noticeable effect is observed, as seen in Fig. B32b. As noted from the
figure, the initial peak in the observed voltage is the same, but there
is an influence of the tower on the response occurring at about 0.5 us
which is in the form of a negative pulse. Later at around 2 us there is
a reflected pulse which has traveled one round trip (600 m) on the line.

Figure B33a presents the same data for a longer calculation time.
It is instructive to compare this result with the result obtained for
the same Tine shorted at opposite ends but neglecting all the towers,
which is illustrated in Fig. B33b. The similarity between the two
waveforms is striking. In Fig. B33a, the time scale is 0.1 that of the
Fig. B33b, due to the fact that distance between the end of the line and
the tower is 300 m as opposed to 3000m.

From the above examples, it is possible to draw a preliminary
conclusion regarding the effects of tower flashover on power lines. It
appears that the presence of a flashover on a line serves to effectively
isolate the line into segments. Because the arc and tower impedance is
generally much lower than the characteristic impedance of the 1line, the
flashover at the time appears to be similar to a short circuit to the
line. Thus, for an observer at a particular point in a general network
where it can be safely assumed that tower arcing will occur, the HEMP
response can be estimated by simply putting a short circuit at the
closest towers or other flashover points, and treat the resulting
coupling problem using linear analysis methods. The validity of this
conclusion needs a bit more study before it is acceptable for use in a
general power system assessment. For example, the tower flashover is
not expected to occur instantaneously as was assumed  here, but will
occur only after the critical voltage is maintained for a period of time
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across the arc points. In addition, the tower itself has a charac-
teristic inductance which tends to 1imit the rise time of the flashover
current. These effects deserve further consideration.
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APPENDIX C

Response of Multiconductor Lines Above Ground

C.1 Introduction

In this appendix numerical solutions for selected multiconductor
geometries and HEMP excitations are presented. Numerical results are
presented in Section C.2 for frequency domain solutions, in Section C.3
for scattering (antenna) theory solutions, and in C.4 for time domain
solutions. A simplified method for determining the effects of
multiconductor propagation and shield wires is presented in Section C.5.

C.2 Frequency Domain Solutions

As discussed in Appendix A, the behavior of EMP-induced currents in
the loads at the ends of a general multiconductor transmission line
shown in Figure C1 can be determined through the current BLT equatioﬁ
given by Equation A9. This equation is based on the existence of
multivelocity TEM modes on the multiconductor line. Neglecting the
differences in the propagation velocities for the various current modes
on the line permits a considerable simplification of the BLT equation
as:
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where ?o and FL are generalized current reflection coefficient matrices
for the z=0 and z=L ends of the line respectively. These are given by:

- 3, (c2)
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where iL represenEs the generalized matrix load impedance at either end
of the 1line and Zo is the characteristic impedance matrix of the line.
For a general n wire 1line over a ground plane, all of the above matrices
are of order n.

The characteristic impedance matrix of the 1line is given by:

NN

(C3)

o)
<=
n

where io is the per-unit-length impedance matrix of the 1line, and y is
the complex propagation constant on the line. For a 1line having no
loss, the per-unit-length impedance becomes simply the per-unit-length
inductance matrix and y is the free space propagation constant, so the
1ine characteristic impedance matrix becomes:

Z = cL (C4)

The excitation terms I~ and T in Equation C1 are related to the
integral of the distributed sourced along the line as:

L
I ‘/. JE 5 T -
T 72 o Vi(g) +Tg(e) dg  (C5)

and

L
_=_1_f glg) 377
I 2 o Vi(g) + I(g) de (C6)
0

As discussed in Section 3.2 for the case of EMP excitation of the
Tine, the distributed voltage source vector is equal to the impressed
tangential electrical field on each conductor, and is given by Equations
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(35) or (38), depending on the nature of polarization of the incident
field. For this type of excitation, the distributed current source is
zero.

Instead of considering the propagation of current waves on the line
as done in Appendix A and obtaining the current BLT equation, it is
possible to consider the behavior of voltages at the loads and obtain a
voltage BLT equation. In doing this, the behavior of the load voltages
at z=0 and z=L may be expressed as:

- 1 r AT -
— — - - = ‘Y = -~ -
V0 U+ o _ 0 -0y e U Y
= (C7)
v, LG 0+5 LeYL .
- J L

where the reflection coefficient p is a generalized voltage ref]ectibn
coefficient matrix given by:

5 -[1, 2,7 ] [y - (c8)

Note that in the single wire case (i.e., all matrices of the order
1), the voltage reflection coefficient is the negative of the current
reflection matrix. In the case of a multiconductor 1ine, however, this
is not the case, and these two reflection coefficients are related by
the more complicated expression:

L [}
i}
~N
ol
Lt 1]

(C9)

The distributed sources in the voltage BLT Equation (C7) take the
form:

L
ez | e AHGES A JG I (c10)
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and:
L (c1n)
ZAREE N AL (ACRE R ACI I
0 .

As mentioned earlier, one possible way of representing the behavior
of the line is to compute the open-circuit voltage at the z=L end of the
line. Thus, the use of Equation (C7) may be used, and a numerical
procedure can be developed to perform the indicated matrix
manipulations. For the case of every conductor being open-circuited at
z=L, the reflection voltage coefficient BL equals the unit matrix,
thereby simplifying Eq. (C7) somewhat. However, if the phase conductors
are open but the shield conductors grounded at z=L, the load reflection
matrix is not quite so simple. More will be said about this particular
loading configuration later. The important point is that this
formulation for the multiconductor 1line permits an arbitrary load
configuration at both ends of the 1line.

For a rigorous solution of Eq. (C7), it is necessary to evaluate
the characteristic impedance matrix of the line, 70, and the propagation
constant, y, both of which are complex-valued functions of frequency.
In studies of a single wire line over a real earth in Section 3.2, it
was noted that for most frequencies, the single 1line impedance was
closely approximated by the impedance of the same line over a perfectly
conducting earth. Hence, for the multiconductor 1line, we have
approximated the 1ine impedance using Eq. (C4), where the inductance
matrix is calculated element by element using the standard expressions
for the self and mutual inductances of a line, as summarized in Ref. CI.

For the estimation of the propagation constant of the
multiconductor line, an equivalent single wire conductor was placed at
the average height of all of the phase conductors over the actual
‘ground, and the complex propagation constant for the line was determihed
using the calculational techniques developed in Section 3.2. Once this
single 1line Yy was determined, it was used in Eq. (C7) for the
multiconductor propagation constant.
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Geometry of The Line

In order to estimate the effects of an incident EMP on the three
phase, shielded transmission line shown in Fig. C2, we will concentrate
on a single section of line located between two towers. The assumed
tower configuration is that typical of a 345 kV transmission line taken
from Ref. C2 as portrayed in Fig. C2 which shows the assumed geometry of
the tower and 1line cross section. The line is taken to be a single
circuit, three phase line with the individual phase conductors denoted
as #1, #2, and #3 in the figure, and all at an equal height over a
conducting earth. Each phase conductor actually consists of two
jndividual conductors, having a 1" diameter and a separation of 18". As
discussed 1in Ref. C3, the two conductors in each phase may be
represented by a single conductor having an equivalent radius given by
the geometrical mean radius (GMR) of 6.72 cm.

In this line there are two shielded conductors assumed to be
located above the phase conductors as shown in the figure. These are
denoted as #4 and #5 and are composed of single wires having a diameter
of 0.28" (or a radius of 0.37 cm).

The distance between the towers on the 1line is taken to be 1400' or
about 426.7 meters. In analyzing this line, only a single section
between two towers will be considered. As shown in Fig. C3, two
different load configurations at the z=0 end are considered. The first
is a wye configuration for the phase conductors, and the second is a
delta configuration. Note that these loadings are highly symmetric and
do not generally lead to a mode conversion from the EMP-induced "common"
or bulk currents on the line into differential current modes.

In those cases having shield wires, the shields are assumed to be
connected at z=0 to the earth through a low impedance. At the opposite
end of the 1line, at z=L, the open-circuit voltage on the line is
computed ‘and used as an indication of the behavior in an EMP
environment.
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Assumed Tower Spacing : 1400 ft. (426.7 m)

Fig. C2. Cross section of sample 345 kV
3¢ transmission line,
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Numerical Results

The first case considered is that with a wye connection at the z=0
load as shown in Fig. C3a, but with no shield wires present. The load
impedance at z=0 can best be determined by first writing the load
admittance matrix and then inverting it numerically. For the wye
connection without shield wires, the load admittance matrix may be
expressed as:

v - Y
Yo <Y Y

where the individual elements are expressed in terms of the 7load resis-

tances as:
-1
) 1
Y] = R]+ T2 (C13)
R Ry
and
[1/R]] 2
27 3 (c14)
/R

For the load admittance matrix at z=L, it can be approximated by a
matrix having a small value on the diagonal, say, ]0'6 mhos, and zeros
on the off-diagonal elements.

The calculated open-circuit voltage for this load configuration is
shown in Fig. C4a for the case of a vertically polarized EMP having the
Bell Laboratory waveform (Table 2, Section 2.5), and angles of incidence
v=45° and ¢=0°. For this case, as well as for all further studies in
this memo, these incident waveform parameters are fixed, as is the earth
dielectric constant of €r=]0’ and conductivity og=0.0] mhos/meter.
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As may be noted in Fig. C4a, there is an initial spike 1in the
open-circuit voltage response that is due to the initial interaction of
the EMP with the 1ine in the vicinity of the z=L end of the 1line,
resulting in a peak open-circuit voltage of about 3 MV. Later, as time
progresses, there are subsequent reflections on the line which tend to
eventually die out due to the ground loss and the small loss in the wye
termination. In this figure, there are actually two curves plotted, one
for the voltages on wires #1 and #2 which are identical because of
symmetry, and the other for the voltage on wire #2. Numerically, there
is a difference between these two voltages, but the difference is so
small that it is not observable. '

Results for the same three conductor, un-shielded 1ine as above,
but with a delta load configuration at z=L are shown in Fig. C4b. In
this case, the early-time portion of the waveform is exactly the same as
for the wye loading until about 1 us, at which time the observer begins
to detect a difference in the response. After that time, there are
similar waves bouncing back and forth on the 1ine between the loads, but
with different polarities than in the wye case.

In comparing the responses in Fig. C4 with those for an open and
shorted single wire line in Appendix B, it is noted that the delta load
is similar to that for a single line open-circuited at z=0 and that the
wye is similar to a shorted line. In order to provide a more accurate
comparison of these multiconductor responses with those of a single wire
line, a single conductor having the same length as the multiconductor
1ine, and at the same height over the ground as the phase conductors was
analyzed for both load configurations at z=0. Figure C5a shows the
resulting open-circuit voltage at z=L for the load shorted at z=0 and
Fig. C5b shows the response for the open-circuit load at z=0. Note that
there is a very good correlation between these single line responses and
those arising from the multiconductor analysis.

This suggests that the trouble and effort of performing a
multiconductor analysis for estimating the EMP excitation of a power
system might be avoided by using a simple, single 1ine model. It must
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Fig. C5. EMP-induced open circuit voltage for single
conductor terminated in short and open circuit.
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be remembered, however, that in this analysis, the individual phase
conductors are all at the same height over the earth, and hence all
receive the same excitation by the incident field. Moreover, the
loading impedances are all symmetric, implying that the bulk or common
mode currents are the most strongly excited and naturally correspond to
the response of an '"equivalent" single wire line. In a more general
case with a phase conductor imbalance in the ‘excitation and with
arbitrary loads, the differences between the single 1line and
multiconductor responses may be more noticeable. Nevertheless, given
the Tevel of uncertainty in the ground parameters, the load details and
the non-uniform nature of the actual power line cross section, a single
line analysis is probably justified in many cases.

The effect of Tlocating the two shield wires over the phase
conductors is illustrated in Fig. C6 for the case of a wye connection at
z=0. For this case, the load impedance matrix given in Eq. C12 must be
modified by adding two additional rows and columns to account for the
termination resistances, R2’ on the shield wires, as shown in Fig. C3.
Figure C6a shows the transient open-circuit voltage on the phase
conductors (the solid 1ine), and the corresponding open-circuit voltage
on the shield conductors (dotted). Note that the early-time response of
the phase conductor voltage is virtually identical with that in Fig. C4a
- for the unshielded 1line, indicating that the shield wires have no effect
at early-time at the open end.

For the data shown in Fig. C6b, the shield wires at z=L are shorted
to ground, and the resulting open-circuit phase voltages calculated (the
solid Tine). The Toad admittance matrix at z=L may be expressed as:

3 7]
10 o o o o
o 100 o o o0
A o o 10°% o o (C16)
| o o o 10® o
o 0 0 0 w°
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6

where 10~ ohms has been chosen to represent the resistance of a

6

short-circuit, and 10"~ ohms represents an open-circuit.

The results for this loading configuration at z=L may be compared
with the same voltage with the shield wires ungrounded’at z=L, which are
shown by the dotted curve. In this case, it is noted that there is a
substantial shielding effect provided by the shield wires. The peak
open-circuit voltage on the phase conductors is reduced from slightly
less than 3 MV to about 1.8 MV,

The same numerical study on the effects of shield wires for a line
with a delta load on the phase conductors at z=0 is shown in Fig. C7.
As in the previous case, the shield wires are seen to substantially
reduce the response if they are grounded at the observation end of the
line.

From the numerical studies performed, it is apparent that the
early-time, open-circuit voltage at an observation point on the line is
independent of the loading characteristics at the opposite end of the
line. The Tlate-time response is dictated by the T1loading
characteristics, with a balanced delta load behaving as an open-circuit
to the common mode response, and the grounded, balanced wye appearing as
a short-circuit.

It has been noted that for the present case involving a high degree
of symmetry in the 1line 1loading and excitation, the unshielded
multiconductor line response can be estimated very accurately by a
single-line transmission 1ine over the earth. In the case of a shielded
multiconductor 1ine, however, the 1loading qimpedances are no longer
symmetric, and such a simplification is no longer possible. In this
case it is noted that if the shield wires are connected to ground right
at the cross section on the Tline where the open-circuit phase voltages
are observed, the shield wires have the tendency to reduce the
early-time peak in the response. However, if the shield wires are also



343

20 L=426.7m 0Og=.0l  Y=45°
! €p= 10 ¢ = 0°
[ ]
1
1.8 hooou Ao
L \
1\
(A “
0.6 P \
Voc( t)
(MW) 1 L
-oe} | 1 H
,' 0: \
1/ iy
H ‘" ] | ' v
{ |
-1.8t 'J l'l ! }
N PHASE CONDUCTORS
“10 ~—-—=~- SHIELD CONDUCTORS

TIME
(ps)

a) Phase conductor and shield conductor voltages for
shield wires ungrounded at z=L

-l8r SHIELD WIRES GROUNDED AT z=L
----- SHIELD WIRES UNGROUNDED AT z =L

TIME
(ps)

-30¢

b) Comparison of phase conductor voltages

Fig. C7. Computed HEMP-induced open-circuit voltages at

z=L for a delta load configuration at z=0.



344

open-circuited (even though they may be grounded somewhere else along
the 1ine), they are noted to have a negligible effect on the early-time
response.

The calculational models described here are greatly simplified, in
that the true multiconductor propagation is not taken into account. If
a rigorous analysis were to be performed, it would be necessary to
compute the various eigenmodes and propagation velocities for a
multiconductor line over a lossy earth. This would entail calculating
the per-unit-length impedance and admittance matrices as discussed in
Ref. C4 and then diagonalizing the resulting complex propagation matrix
at every frequency to solve the BLT equation. This task remains for
future investigations into the effects of EMP on power systems.

C.3 Scattering Theory Solutions

Solutions for multiconductor transmission lines for early times can
be obtained from a linear time-domain scattering theory [C5]. Although
the theory is accurate for late times as well as early times, the
numerical methods employed to solve the equations generally provide
solutions for only the early time period.

The current induced on a two wire transmission line by a vertically

6t 8t
polarized electric field with a waveform of 52,500 e'4X]0 -e'478X]0 ]

v/m is shown in Fig. C8 [C5].

Early time solutions for the shielded, single circuit, three phase
transmission line shown in Fig. C9 are given in Figures C10, Cl11, and
C12 for the same electric field waveform assumed for the two wire
transmission line [C5]. A striking difference between these solutions
and those obtained with transmission line theory occurs at an incidence
angle of 0.1 radians. The solutions obtained from transmission line
theory show increasing times to peak, increasing pulse widths, and
increasing magnitudes as the incidence angle becomes smaller in contrast
to the shorter times to peak, decreasing pulse widths, and constant
magnitudes obtained from linear, time-domain scattering theory.
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scattered field will arrive at wire #1 [C5].
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C.4 Time Domain Multiconductor

Transmission Line Solutions

The EMPT transmission line transients program is widely used to
study transients on power system transmission lines. This program can
not be used in its present form to determine the voltage induced on
transmission line because of the inability to dinclude distributed
voltage sources along a conductor. However, this program may be used to
estimate the effect of shield wires and multiconductor propagation on
the voltage or current response at an observation point as illustrated
by the following example.

Effect of Shfeld Wires on The Response of Phase
Conductors of Transmission Lines

The procedure to estimate the response of a multiconductor
transmission line can be summarized as follows. First, divide the line
into segments; in this case the spans between towers. Second, calculate
a first estimate for the HEMP induced responses of the different
conductors of each segment, assuming no coupling between the different
.conductors but modeling the terminations accurately. Third, set up an
electromagnetic and electrostatic frequency dependent coupling model for
the line. Fourth, using the voltage (or currents) obtained above as the
driving sources for the line segments at both ends of the segment, find
the corrected response for each span. Fifth, use superposition to find
the composite response from the responses of each span.

The analysis of the effects of shield wires and non-corona
attenuation are illustrated in the following example. '

Responses of The Conductors Assuming No Coupling
Between Them

In this example only the response of the horizontal conductor is
calculated. Calculation of the complete response considering both the
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vertical and horizontal elements might be necessary in an actual
assessment.

The geometry of a typical 132 kV 1line chosen for our example is
shown in Fig. C13. The span length is assumed to be 241 meters. A
vertically polarized HEMP wave having the "Bell" waveform with a peak
magnitude of 50 kV/m and angles of incidence ¥=30° and ¢=0° is assumed.
The phase conductors are terminated by their characteristic impedance at
the beginning of the span. The ground wires are shorted to ground at
the beginning of the span. Figures C14 and C15 show the induced open
circuit voltage at the end of one span for the ground and phase
conductors.

Coupling Model Used

The complex line constants were calculated over a freqﬁéncy range
of 1 to 10x10°
calculations, and, hence, five different propagational modes were
obtained for the line. For the purposes of this analysis, only the
portion between 0 and .2 us of the voltage waveform of Figures C14 and
C15 is represented. Hence, the circuit parameters for 1 MHz are used.
In general, an FFT analysis needs to be done on the coupled responses
and a frequency dependent model for the 1line should be used.

Hz. The two ground wires were retained in these

Calculation of The Coupled Conductors

For the three cases run for this analysis, it is assumed that the
excitation voltage sources were 2056 and 1612 kV for the ground (shield)
and phase wires, respectively. These correspond to half of the open
circuit voltages calculated above and shown in Figures C14 and C15. The
phase conductors are terminated in their characteristic impedance at the
end of the span.
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Case 1:

Only one span of the line is represented. Ground wires are not
connected to the tower. This case is run to establish the propagation
attentuation.

Case 2:

Same as Case 1, but with the ground wires solidly grounded, tower
not represented.

Case 3:

Two spans are represented. Towers at the end of the first and
second span are represented by an 18.4 m, 200 Q surge impedance for the
tower and 20 Q@ footing resistance.

Case Results

Table C1 shows the results for the three different cases described
above. From this table it can be deduced:

From Case 1:
) The attenuation constant for the ground wires is
approximately 15% per span (241 m).
() The attenuation constant for the phase conductor is
approximately 12% per span.
Table Cl1
Peak Voltage Recorded In kV
Tower 1 Tower 2

Center Quter Shield Center Outer Shield
Phase Phase Wire Phase Phase Wire

Case 1... 1404 1395 1744
Case 2... 996 941 0
Case 3... 1142 1107 683 851 806 185
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From Case 2:

(] The phase conductor voltages for the case of a solidly
grounded ground conductor are reduced by a factor 38-40%
when coupling and attenuation are considered.

From Case 3:

(] The voltages of the phase conductors at the end of the
first span are reduced by a factor 29-31% when coupling
and attenuation are considered.

° The voltages of the phase voltage at the second tower are

reduced by a factor 47-50% when coupling and attenuation
were considered.

Composite Response of The Different Spans

Using superposition, for the 132-kV line under consideration and
for the assumed HEMP polarization, the voltage at the station is
primarily a function of the first span from the station. The
contributions from the other consecutive spans do not alter the peak
magnitude and the initial rise time of this voltage as seen in Fig. C16.

C.5 A Simplified Method to Determine The Effect of
Ground Wires on The Phase Conductor Responses

In the above cases, a multi-phase transients program is used to
obtain the responses. In this section, a simplified method to estimate
the effect of the ground wires is presented. This method predicts the
response of the phase conductors through the use of "coupling factors"
of the circuit.

Coupling Factor of A Two Conductor System

For the two conductor systems of Fig. C17, one can write the
following two equations which relate the traveling wave currents (i) and
voltages (e) on the two conductors.
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Fig. C17. Two conductor systems with
corresponding surge impedances.

Fig. C18. Physical Tayout of the two
conductor systems of Figure Cl17.




e] = i] Z] + 12 Z]Z (C17)
& =1y L) +1i, I, (C18)
whereby:
2h]

Z] =60 1In FT— (C19)

Dy 2hy
212 =60 In +— = 60 1In T (c21)

12 12

and g and r, are the radii of the two conductors and h], h2, d]2, and
D]2 are as defined per Fig. C18.

Coupling Factor of One Ground Wire and One Phase Conductor

If a traveling wave voltage and current are impressed on one
conductor only, a voltage will be induced or coupled on to the other
conductor.

Let 12 = 0 in Equations (C17) and (C18), then:

e, = i] Z] (C22)
& = 11 4y (€23)
Z
. 12 _
e, = z;—-e] = Ce] (C24)

VA
where zlg-is called the coupling factor, C.

1
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Coupling Factor of Two Ground Wires and One Phase Conductor

In many practical cases, the coupling factor between two ground
wires and one phase conductor, as in Fig. C19, is needed. This is
derived as follows.

Let the voltage on the ground wires be equal to e. Also, no
current is injected in the phase conductor so that the current in the
phase conductor, ic = 0. Therefore:

e=e = 1] Z; + 12 Z]2 (C25)
e=e, = i] 212 +i, Z, (c26)
e = i] Z]c + 12 Z2c (C27)
Let Z=Z]=22, then:
VA VA
- e _ e 1c 2¢C
&= 77z, (et L) 7= 7, T (8
(%)
(Z,.+12,.)/2
6, = —o e = Ce (c29)
g
Z+Z]2
where Zg = is the equivalent ground wire surge impedance.

Therefore, the coupling factor, C, is equal to the average mutual
surge impedance divided by the equivalent ground wire surge impedance.
The above is true for two ground wires and one phase conductor. For n
ground wires and one conductor, and within 1% accuracy, one can write:

i
C = zﬂ (€30)
g
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where:
Z+ (n-1) ng

g = — (c31)

ng is the average mutual surge impedance of the ground wires.
Z is the average self surge impedance of the ground wires.

is the average mutual surge impedance between the n ground wires

M and the phase conductor.

n is the number of conductors.

Simplified Method for The Calculation of Phase Voltages
On_Lines with Shield Wires

For the system of the two lossless conductors of Fig. C20, it can
be shown that:

e' =e - Ce (C32)
If the conductors are lossy, Equation (C32) becomes:
e. = €. K2 - K] Ceg (C33)

whereby :

o

is the coupling factor between the two conductors.
1 is the attenuation for Conductor 1.
K2 is the attenuation for Conductor 2.
eg is the induced voltage on Conductor 1.

~

€. is the induced voltage on Conductor 2.

Case of The 132-kV Line

In a manner similar to the above, it can be shown that, for the
subject 132 kV line, the coupling between the phase conductors and the
shield wires is approximately 27%. From Case 1, K] and K2 are (.88)n
and (.85)", respectively, where n is the number of 241 m spans.
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For the case of grounding the shield wires at the first tower,
Equation (C33) yields:

(1612).88 - (.85)(2056)(.27) = 947 kV

This agrees quite closely with the results of Case 2.

In the case where the ground wires are not grounded directly, as in
Case 3, the phase voltage at the first tower is reduced, but not as much
as depicted by Equation (C33). The voltages at the second tower,
however, agree nicely with (C33) as shown below:

Phase Voltage at the Second Tower =
(1612)(.88)% - (.85)%(2056)(.27) = 846 KV

The small difference between the values calculated by (C33) and
computer simulations are attributed to the coupling between the
different phases.

It can be concluded from the above that the simplified method can
be used to estimate accurately the phase voltages to include the effects
of ground wires.

Conclusions on The Effect of Ground Wires

The following can be concluded from the above discussion.

Neglecting propagational attenuation, one should expect a minimum
of (1-C) reduction factor in the phase voltages (C is typically 25-35%).
This reduction is obtained after the first span for lines with lTow tower
footing resistance (TFR), and after the second or third span for higher
TFR (say 20-30 ohms). If attenuation and unequal excitation of the
ground and phase wires are considered, a further reduction is expected.
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A systematic methodology to determine the open circuit voltages

arriving at the station due to HEMP can be summarized as follows:

Ccl.

c2.

3.

c4.

Cs.

) Determine the excitation for one span for the phase and
ground wires assuming no coupling between any conductor.

) Determine the propagational attenuation for the power
Tine.

0 Using the coupling factor method or a rigorous
multi-phase, multi-mode analysis program, determine the
effect of ground wires on the phase conductor.

) Start with first span out of the station and sum the
contribution of the consecutive spans.
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APPENDIX D

Numerical Examples for Responses of
Buried Cables

In this appendix, normalized currents induced on buried conductors
for various combinations of HEMP waveforms, burial depths, and soil con-
ductivities are shown.

Figure D1 shows the magnitude of the peak current, Ip, which can
circulate on a long underground conductor. In the case of a concentric
cable, this will be the current on the metal sheath rather than the
inner conductor. The incident electric field is considered to be single
exponential of the form e't/T where 1=.25u sec, vertically polarized and
has the same orientation as that of the conductor (¢=0°). The results
are independent of the elevation incidence angle, ad D(y,$) is only a
function of ¢ for this kind of polarization.

It can be concluded from Fig. D1, that the peak induced current is
inversely proportional with respect to the square root of the ground
conductivity for small burial depths:

1

Also, as is expected, the peak current decreases with increasing
depths, however, for highly lossy grounds, and for small depths (e.g.,
less than 5m), the peak induced current is nearly independent of the
depth.

Figure D2, extracted from Reference [D1], shows the variation of
the peak current with different decay time constants of the incident
electric field. These curves are applicable to all cases where T>>T,.

Figures D3, D4 and D5 show that complete waveforms for the HEMP
induced currents on 1long buried conductors for different ground
conductivities and buried depths.
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Fig. D3. Normalized HEMP-induced current on a long buried
conductor in earth with a conductivity of o =10"2 mhos/meter
for several burial depths. g
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Fig. D4. Normalized HEMP-induced current on a loqg
buried conductor in earth with conductivity o.=10
mhos/meter for several burial depths. 9
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Fig. D5. Normalized HEMP-induced current on buried
conductor in earth with a conductivity of o =10"!
mhos/meter for several burial depths. 9
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APPENDIX E
Examples of Antennas Commonly Used

for Various Frequency Bands

Description of Antenna Types

There are many different types of antennas, and some are more
susceptible to EMP excitation than are others. An antenna may be viewed
as a simple matching transformer which transforms the impedance of the
final stage of a transmitter or receiver to the impedance of free space,
so as to maximize the efficiency of energy transmission.

Because electromagnetic radiation is possible over a wide range of
frequencies, there are many different designs for antennas. Those
antennas designed to operate in the MF and HF frequency ranges are
usually most affected by EMP, since their operating frequencies occur in
a band where the EMP signal has a strong spectral content. However, in
an assessment of a system, all energy gathering antennas should be
examined for possible adverse effects.

The monopole class of antenna is a common design, ranging from very
low frequency antenna towers used in commercial AM radio stations to UHF
blade antennas on -aircraft and other vehicles. - Figure E1 shows
variations of this type of antenna. A spiral monopole antenna as shown
in Figure E2 1is also commonly found in communications equipment
operating in the UHF regime. In this class of radiator, the antenna is
driven against the ground plane which might be the earth or the
conducting skin of a vehicle. '

Another class of antenna is the dipole. Unlike the monopole, the
dipole does not require the presence of the earth or a ground plane for
its operation. Figure E3 shows two HF dipole antennas which are
commonly found in voice communications systems. Folded dipole antennas
shown in Figure E4 are commonly found in VHF communications, with a
common example being the commercially available FM antennas for the
home. Figure E5 shows several other dipole antenna types.
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Ground

Coaxial feed lines Coaxial feed lines

b) General monopole antennas

Fig. E1. Examples of monopole antennas [E1].
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Fig. E2. Spiral monopole antenna [E1].
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Fig. E3. Examples of HF dipole antennas [E1].
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Fig. E4. Folded dipole antennas [Eé].



376

:¢——u4-—4 |
! 1
: Iﬁéfffffii
] |
| ]
(Flat ‘

sheets)
(@) (b) (c)
Triangular dipole Fan dipole Ellipsoidal dipole
T T
A4
2
/ ‘l: le—0.3 X—:
1!
b
it | coaxial
& feed line

(d) | (e) (f)
Folded Monopole with Conical skirt Discone antenna
simulated ground antenna

(9)

Biconical antenna
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At the microwave frequencies, say from 500 Mhz and above, antennas
tend to look different from the low fkequency devices. Waveguide horns
as shown in Figure E6 are commonly used to provide a slow transition
from the bounded waveguide propagation to the free space propagation of
EM energy. A leaky waveguide as illustrated in Figure E7 also serves as
an antenna in this frequency range, and microwave reflector antennas as
shown in Figure E8 are also commonly used.

Other types of antennas are also found. Flush-mount antennas are
common in vehicles, with the slot antenna of Figure E9 being one
example. In addition, the frequency independent antennas shown in
Figure E10 are- common, especially for communications over several
different frequencies, such as found in commercial television.
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Fig. E6. Examples of microwave horn antennas [E1].
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Fig. E9. Slot antenna [E2].
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APPENDIX F

Definitions of Electrical Insulation Strengths
for Power Apparatus

Electrical insulation may be classified as (1) external or internal
or (2) self-restoring or non-self-restoring, and tests -applied to
determine insulating strength characteristic are dependent on these
classifications. For example, an insulation classified as se]f—restor-'
ing indicates that after flashover the insulation is restored to its
original strength condition. This classification 1is, thus, mainly
applied to air-porcelain insulations (external insulation), and tests
may be designed which permit flashovers. In contrast, for non-self-
restoring insulations, any flashover or puncture results in insulation
failure. These insulations are usually internal insulations, e.g.,
transformers. Tests for these insulations are at such a level that
there is a low probability of failure. '

Tests may also be classified as investigative or proof tests. The
investigative or engineering research tests are those which are used to
investigate the insulation strength, its characteristics and abnormali-
ties, whereas the proof tests are those used to demonstrate that a
specific apparatus or insulation meets its "rated" insulation strength.
Most tests on tower insulations or on.bus support insulators are in-
vestigative while most tests on transformers and other internal insula-
tion structures are proof tests. ’

Equipment or air/porcelain insulation strength may be defined by
jts strength to three types of overvoltages: (1) lightning surges
(2) switching surges, and (3) power frequency voltages. The values used
to specify insulation strength are:

1. BIL - Basic Lightning Impulse Insulation Level

The electrical strength of insulation expressed in terms
of the crest value of a standard lightning impulse, which
has a front of 1.2 ps and a time-to-half-value of 50 us
(usually designated as "1.2/50 us"). The BIL may be
either a statistical BIL or a conventional BIL. The
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statistical BIL applies specifically to self-restoring
insulation, and is defined as that crest value of the
standard 1lightning 1impulse for which the insulation
exhibits a 10% probability of failure. The conventional
BIL specifically applies to non-self-restoring
insulations and 1is the crest value of the standard
lightning impulse for which a disruptive discharge does
not occur. The probability of failure for the
conventional BIL is generally not known.

BSL - Basic Switching Impulse Insulation Level

This is identical to the BIL except a standard switching
jmpulse (250/2500 ups) is used.

CFO - Critical Flashover Voltage

The electrical strength expressed as the crest value of
an impulse of any specific wave shape for which the
insulation exhibits a 50% probability of flashover.
Thus, a CFO may apply to a lightning impulse (CFOLI) or
to a switching impulse (CFOSI).

Chopped-Wave Insulation Strength

The electrical insulation strength expressed as the crest
value of a standard lightning impulse (1.2/50 us) which
is chopped by an air gap on the tail of the impulse.
Chopping times for proof tests are usually 3 us except
for circuit breakers where chopping times are 3 and 2 us.

Front-of-Wave Insulation Strength

The electrical insulation strength expressed as the
maximum value of 1lightning impulse which has an
approximate 1linear steepness. Normally only used for
transformer and then only when specified by the
purchaser.

Time-Lag Curve

Curves of crest or maximum voltage of a lightning impulse
(usually a 1.2/50 wus impulse) as a function of
time-to-flashover. Used primarily, and  usually
exclusively, for self-restoring insulations and for
investigative tests. By varying magnitude of impulse,
flashovers for a specific insulation structure will
flashover on the tail of the wave for low magnitude, and
on the fronts for high magnitudes.
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As noted, tests for all of the above strengths employ either a
lightning or switching impulse. Chopped-wave and front-of-wave tests,
in general, have a greater effect on turn-to-turn internal insulation.
The other tests are more applicable to the strength of the major
insulation to ground.

Tests using power frequency voltages are also specified for most
apparatus. For high voltage equipment these tests are applied to
establish performance for system operating vo]tages and temporary
overvoltages. Power frequency tests are also performed on external
insulations such as line insulators to determine their performance under
contaminated or polluted conditions.
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